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PREFACE 
TO AMERICAN EDITION 

It is welllmown that capitalist or market economies are un
stable and that they have been plagued by business cycles. It has 
been widely held that socialist or planned economies are stable, 
or at least are not subject to cyclical fluctuations. If there are no 
business cycles, there is no sense in studying them, which is why 
business cycles have not been studied in socialist economies. 

If the rate of growth is high, say around 9-10% a year, cyclical 
fluctuations, even if they exist, do not matter very much. But 
when the rate of growth is retarded, as happened in Yugoslavia 
after 1960, instability becomes a serious economic problem. 

Research undertaken at the Institute of Economic Studies 
showed that there were very strong systematic components in the 
fluctuations of the Yugoslav economy. The study of these compo
nents led to research on business cycles in a socialist economy. 
In a rapidly growing economy like that of Yugoslavia, cycles man
ifest themselves in systematic changes in the rates of growth. 
And the institutional framework - workers' management - is re
sponsible for certain novel features of business cycles not found 
elsewhere. 

I might add that this is the first comprehensive study of busi
ness cycles in a socialist economy. 

BRANKO HORVAT 
Belgrade, April 1971 
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PREFACE 
TO YUGOSLAV EDITION 

The relatively great instability of the Yugoslav economy and 
the intensification of instability from 1960 on stimulated the Yugo
slav Institute of Economic Studies to undertake an examination of 
this phenomenon in its research program. It appeared that in a 
certain sense society had begun to lose control over economic 
movements, and it was necessary to examine the causes. There 
were indications that in our economy, in spite of planning, there 
were business cycles, which are considered characteristic only 
of capitalist economies. It was necessary to determine whether 
this was true and, if cycles did indeed exist, to find out how the 
cyclical mechanism functioned. All these questions were obvious
ly of more than academic significance: they were exceptionally 
urgent from a practical political point of view. Long-term policy 
for stabilization and growth can be SCientifically substantiated 
and efficient only if it is known beforehand how, in fact, a de
centralized market economy of the Yugoslav type functions. The 
task of this study is to increase our knowledge in that area and 
thus to contribute to a solution of the serious and complicated 
problems with which our economic policy is today confronted. 

The study was begun as early as 1965. After several months 
of research, the funds of the Institute were exhausted, and all at
tempts to interest federal governmental and economic agencies 
in the work and in offering financial support were unsuccessful. 
This being the case, the initial results of the research were pre
pared for publication (Ekonomist, 1966, Nos. 1-4; Economic 
Science and the National Economy [Ekonomska nauka i narodna 
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privreda], Zagreb, Naprijed), but further work was interrupted 
for an indefinite period. At the beginning of 1967, the Economic 
Chamber of Belgrade became interested in the work of the Insti
tute. An agreement was reached on long-term arrangements for 
mutual collaboration, within the framework of which the entire 
investigation of business cycles in Yugoslavia was assured and 
financed. Thus it became possible to finish this study and present 
it for the use of our economy and the scientific community. 

The interruption of the work and the postponement of its com
pletion have resulted in a certain lack of statistical unifor.mity in 
the text. In the majority of cases the latest available datafor 1966 
or 1967 are included in the tables, graphs, and analyses. However, 
in a certain number of cases, when it was a question of complicat
ed and expensive calculations whose revision would not only in
crease the cost of the work but delay completion of the research, 
I have retained the calculations from the first phase of the study. 
This is why the data used sometimes do not go beyond 1964 or 1965. 

The relatively rapid completion of the work, which demanded 
numerous special investigations, construction and reconstruction 
of statistical series, and complicated statistical calculations, was 
made possible by the exceptional collaboration I have had at the 
Institute. The chapter on inventories is based on Ljubomir Mad
zar's comprehensive research; the chapter on regional cycles, on 
Marta Bazler's research. The last two sections of the mathemat
ical appendix and the calculations in connection with it were pre
pared by M. Bogdanovic. My assistants Zvonimir Marovic and 
Milena Jovicic prepared the bulk of the statistical material; and 
statistical calculations were performed by the Institute's statisti
cians, Mirosinka Dinkic and Nada Brakus. D. Jaric prepared all 
the graphs in the text. T. Rakic did all the calculations at the In
stitute's Electronic Calculating Center. The results of individual 
phases of the research were discussed by the research staff of 
the Institute, and those discussions resulted in many improvements 
in the original version of the text. If, despite the conscientious and 
high-quality work of my collaborators and the critical comments 
of other members of the Institute, there are still unnecessary gaps 
and erroneous conclusions in the completed text, the responsibil
ity for these inadequacies naturally can be solely mine. 

BRANKO HORVAT 

Belgrade, January 1968 
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Chapter 1 

FLUCTUATIONS IN PRODUCTION AND THE 
QUANTITATIVE EFFECTS OF THOSE FLUCTUATIONS 

IN YUGOSLAVIA 

A quarter of a century has already passed since the Liberation. 
That is a sufficiently long period for definite regularities in eco
nomic development and the functioning of the economic system to 
manifest themselves. One of the facts with which one is immedi
ately confronted is the frequent changes in general business orga
nization. In this connection, one gets the impression that the econ
omy is in a state of some kind of chronic instability. Is this an ob
j ective consequence of building and perfecting a new economic 
system, or is there something that until now has been neither 
known nor perceived? To what degree has economic policy in 
particular situations been adequate? Could economic develop
ment and, along with it, the rate of raising the standard of living 
objectively have been even faster? The task of this study is to ex
amine. the feasibility of answering these and similar questions, to 
make possible the perception of some basic characteristics of the 
functioning of our economic mechanism, and thus to contribute to 
its further development. 

Everyone who uses the publications of the Federal Statistical 
Bureau or simply reads the daily press knows that in certain 
years the Yugoslav economy grows rapidly, while in others it 
grows slowly or not at all. Fluctuations are therefore evident. 
These fluctuations are considered in government offices and po
litical forums - and even in professional circles - as something 
that life itself entails and that essentially cannot be rectified. 
They are regarded almost in the same manner as are fluctuations 
in the harvest, conditioned by hazards of the weather. Moreover, 
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the quantitative effects of these fluctuations are unknmvil and un
derestimated. (1) In fact, if these effects were not significant, 
this entire study would have only an academic character. For 
this reason, quantification of the production lost through econom
ic fluctuations represents a convenient introduction to - and so
cial justification for - the investigation that follows. 

Insofar as an enterprise for some reason does not utilize its 
capacity, production is less than it might be and, correspondingly, 
the income of the collective is also less. Accordingly, the cost of 
unutilized capacity can be measured by the amount of lost ,income. 
A similar calculation can also be applied to the economy as a 
whole. In so doing it is necessary to exclude agricultural produc
tion since it depends to a great extent on weather conditions. We , . 

shall make use of Federal Statistical Bureau data for the social 
product (excluding agriculture) in constant 1960 prices for the pe
riod 1952-1965. We shall extend that series to 1966 and 1967 with 
the aid of the index of nonagricultural physical production (indus
try, including mining and electric power, forestry, and construc
tion) for 1966 and the first seven months of 1967. Unfortunately, 
the Federal Statistical Bureau still has not calculated quarterly 
figures for the social product; and so we must use annual data, 
which make a more precise periodic profile of the cycles impos
sible. The calculated results are shown in Graph 1.1, which we 
shall subj ect to a short analysis. 

The lower solid line shows the trend of the social product, 
while the higher indicates the potential trend; the difference be
tween them represents the losses due to retarded growth of pro
duction. These losses consist of two parts: losses due to the un
even trend of production, and losses due to retardation in growth. 
This is what is in question. 

When, in the course of the cycle, the line of the rate of growth 
turns downward, the path of achieved social product exhibits con
vexity to the right. It can be seen that the troughs of the cycles 
were reached in 1953, 1956, 1962, and 1967. If we connect the 
peaks of the cycles by straight lines, we obtain a continuous line, 
with the shaded area A lying between it and the broken line repre
senting achieved social product. The shaded area A represents 
the social product lost because of the uneven trend of production. 

Because of the production lost through successive retardation, 
the average rate of growth was also reduced. By how much? 
That, naturally, we do not know exactly; but we can calculate it on 
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the basis of several assumptions. We shall assume that the possi
ble rates of growth are somewhere in the middle between the av
erage rate of growth in the course of the cycles and the rate of 
growth in the phases of the cyclical upturns. That means, in other 
words, that we are assuming that the high rate of growth in the 
phase of cyclical upturn only partially reflects the long-run devel
opmental possibilities of the economy, and that the remaining part 
is the result of unutilized capacity and accumulated inventories. 
Thus, for example, for the cycle 1957-1960, the average rate of 
growth amounted to 11.6%, and the rate of growth in the upturn 
phase (1958-1960), to 12.5%; then we use as the possible rate of 

growth 11.6 ; 12.5 = 12.1 %. Final results of these calculations 

are presented in Table 1.1. 

Table 1.1 

Social Product Lost Due to Business Cycles 
(1960 prices, in billions of old dinars) 

1952-60 1960-64 1964-67 1952-67 
Losses due to uneven 

growth 246 625 1,376 2,247 
Losses due to retardation 761 11711 31830 61302 
Total lost social 
product 1,007 2,336 5,206 8,549 

Achieved social product 13,316 10,998 10,384 34,698 
Losses as % of achieved 
social product 7.6% 21.2% 50.2% 24.6% 

The more developed the economy, the more complicated and 
thus more sensitive it is to every disturbance. Moreover, the 
same percentage losses mean an ever-greater total of lost pro
duction, and the losses due to retardation are accumulated from 
period to period. Insofar as all these factors are not taken suffi
ciently into account, the losses can attain surprising amounts. 
Thus, it is shown on the graph that the period 1952-1960 passed on 
to the succeeding period a difference between actual and potential 
social product of 214 billion dinars. By the end of 1964 that differ
ence increased to 659 billion dinars, and with that deficit the re
form was begun. The deficit multiplied in the course of the re-
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form, so that for the last three years the lost social product 
amounted to half the achieved social product. And that is precisely 
the measure of retardation and stagnation that we wished to es
tablish. 

We can now take one further step in the analysis. It is obvious 
that fluctuations in the economy cannot be completely eliminated. 
Therefore, part of the established losses could not be avoided. 
Which part? It is probably indisputable that the management of 
the economy in the period 1952-1960 was not ideal. If, therefore, 
we take the proportion of losses from that period (7.6%) as the un
avoidable minimum, then the difference of 42.6% for the last three 
years surely is not an exaggerated figure for the loss that could 
have been avoided if from 1960 on an adequate economic policy 
had been followed. When the loss of 4,420 billion dinars thus ob
tained is valued at 1966 prices by use of the index of wholesale 
prices (for lack of better data) :- which, according to data of the 
Statistical Yearbook of Yugoslavia [Statisticki Godisnjak S.F.R.J.], 
for 1967 gives a valorization factor of 1.63 - we obtain an amount 
of 7,200 billion dinars. The economic meaning of those masses of 
resources is seen from the follOwing few illustrations. 

The social product of the Yugoslav economy (excluding agricul
ture) amounted to 7,200 billion dinars in 1966. Accordingly, the 
entire production of the country for one year was lost. Total ex
penditures for education, Science, and culture amounted to 453 
billion dinars in 1965. A comparison of these funds with the lost 
social product leads to the conclusion that all the preSSing mate
rial problems in the above-mentioned areas could have been solved, 
and that Significant amounts would still have remained for other 
needs. It is known that we have already struggled with the housing 
problem for a quarter of a century. Total housing and communal 
investment in 1966 amounted to 444 billion dinars. This means 
that with the above-mentioned funds even the housing problem 
could have been eliminated. Also, several hundred thousand new 
workers could have been employed, thereby liquidating the current
ly recorded unemployment. These examples, naturally, do not im
ply the conclusion that these are the only things that must be done. 
They merely demonstrate in a concrete way the huge potential 
economic power hidden in higher rates of growth. 

It is obvious from the calculations in Table 1.1 that the esti
mated size of losses depends to a great extent on the assumptions 
on which the estimate is based. A small change in the assumptions 
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can change the absolute amounts significantly. For this reason 
the amounts cited must be treated as the order of magnitude, not 
as precise data. 

Similar calculations of losses are made in other market econ
omies, and it will undoubtedly be of interest for us to cite just one 
of those calculations. Thus, the Woytinskys estimated that in the 
United States in the period 1947-1958, approximately $413 billion 
were lost (almost half a trillion old dinars), of which $113 billion 
represent the direct loss and $300 billion are related to the loss 
due to retarded growth. (2) It is interesting that the ratio. of the 
first to the second loss is similar to the ratio in our calculation 
(27:73 for the USA, 26:74 for Yugoslavia). It is very important to 
notice that the losses due to retarded growth are two-and-a-half 
times greater than the losses due to uneven growth which are in , , 
fact, the only ones directly observable. 

The Woytinskys made their calculations on the assumption that 
the production growth achieved in the last year before the down
ward turn of the cycle could be maintained. They therefore extrap
olated that growth until it came again to a cyclical upturn, and 
from that point on, the line of potential product is parallel to the 
line of actual production .. If this method of estimation is adopted, 
then the extrapolation of production from the last year before the 
peak of the cycle can be made in two ways: by extrapolation of the 
absolute growth of production, or by extrapolation of the rate of 
growth. In an economy of relatively slow growth, such as the U.S. 
economy, there is no great difference between the two variants· , 
in fact, the Woytinskys accepted the first, more elementary vari
ant. In a rapidly growing economy, such as that of Yugoslavia, the 
difference can be very great. In that case the first variant repre
sents a fairly conservative calculation. Its interpretation is as 
follows: even if the economy cannot attain the same relative 
growth, it can increase production in the future by at least as 
much as the absolute increase in production in the preceding year. 
When the losses of the Yugoslav economy are thus calculated for 
the above-mentioned three periods - 1952-1960, 1960-1964, and 
1964-1967 - they amount to 941, 1,560, and 4,025 billion old di
nars - in all, 6,526. The total is 23% less than that in the table. 
The actual difference is, in fact, smaller because we reduced the 
figures from the table by 7.6%, leaving a final difference of about 
15%, which for calculations of this type is a more than satisfac
tory result. Accordingly, we might say that in the period 1952-
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1967 the Yugoslav economy, because of uneven growth and depar
ture from the average line of economic expansion, lost somewhere 
between 6,500 and 7,500 billion dinars, at 1960 prices. Of this sum, 
61 % was lost in the last three years (1964-1967). 

The calculations presented depend upon the assumptions made. 
What is the meaning of those assumptions? Are they sCientifically 
founded? Are they justified? Or did the Woytinskys, I, and other 
economists who carry out similar calculations play around with 
statistical data and arithmetic? Needless to say, the justification 
for the assumptions does not derive from them, but from the the
ory on which they are based. That theory mayor may not be in 
harmony with reality. Consequently, the task of this investigation 
is to introduce a certain order into the statistically recorded con
fusion of economic movements, not just to describe those move
ments, but to explain them theoretically in a consistent way. 

Time and again in this introduction we have used expressions 
such as "cyclical movements," "turning of the cycle," and the like, 
that, strictly speaking, now only represent still unproved hypoth
eses. All that is seen directly in Graph 1.1 are certain deviations 
of production from some trend. There is not even a trace of some 
regular cyclical fluctuations. If they do exist, it is necessary only 
to reveal them. We shall proceed in the usual way by acquainting 
ourselves first with all relevant similar discoveries in other coun
tries and by other economists. Then, treating the economy as one 
complex system, we shall attempt, on the basis of general knowl
edge, to determine the stability characteristics of that system. 
Thus prepared, we will be able to enter into an empirical analysis 
of economic trends in Yugoslavia. 

Notes 

1) For this reason, when the first quantification of these effects 
was published (B. Horvat, "Cijena usporenog rasta," Vjesnik u sri
jedu, November 8, 1967), the effect on the public was one of com
plete shock, as may be seen from the reaction of part of the press 
and the statements of certain individuals in some political bodies. 

2) W. S. and E. S. Woytinsky, Lessons of the Recessions, Wash
ington, D. C., Public Affairs Institute, 1959, p. 9. 
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Chapter 2 

SUMMARY REVIEW OF EMPIRICAL RESEARCH ON 
BUSINESS CYCLES IN THE WORLD 

Business cycles have been studied since Marx's time. In fact, 
periodic crises of overproduction are considered one of the basic 
characteristics of the capitalist method of production. In this con
nection' it has long been observed that there is more than one type 
of business cycle. There are several of them: some are general, 
some sectoral; they develop Simultaneously and are superimposed 
one on the other, thus creating the irregular periodicity of general 
economic movements. Schumpeter proposed a tricyclical scheme: 
long cycles with waves of 54-60 years' duration, intermediate cy
cles of 9-10 years' duration, and short cycles of 40 months' dura
tion. (!) These cycles were named for the economists who first 
described them - the terminology later also entering into the lit
erature - and were linked so that the short cycles would be in
cluded in the longer: the long cycle (Kondratiev) contains six inter
mediate (Juglar) cycles; and these, in turn, each contain three 
short (Kitchin) cycles. Statistical research later revealed the ex
istence of 20-year cycles, which were usually associated with a 
long-term Swing in housing construction. Then there were also 
found to be shorter housing and construction cycles. An entire se
ries of cycles - of the cobwe~ type - was established in agricul
ture: cycles of hogs and cattle, a coffee cycle, etc. It is necessary 
briefly to examine the empirical base of all these cycles, for the 
knowledge gained will be useful to us in interpreting our own 
cycles. 

Kondratiev. Director of the Business Cycles Institute in Mos
cow, Nikolai Kondratiev, at the beginning of the 1920s, investigated 
statistical series of prices, rates of interest, deposits, wages, im-
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ports, exports, and production and consumption of coal and i~on in 
France, England, the United States, and Germany for the perIod 
1789-1921. Kondratiev divided the annual data by the number of in
habitants, eliminated the trend, and smoothed deviations from the 
trend by use of nine-year moving averages, so that intermediate 
and short cycles and random deviations would be eliminated. As a 
result of this procedure, there appeared long waves in economiC 
activity of about half a century's duration. (~ Kondratiev gave 
these data for his three cycles: 

Cycle I: rise from 1780-1790 to 1810-1817 
fall from 1810-1817 to 1844-1851 

Cycle IT: rise from 1844-1851 to 1860-1875 
fall from 1870-1875 to 1890-1896 

Cycle ill: rise from 1890-1896 to 1914-1920 
fall from 1914-1920 

Schumpeter, within the framework of his noted theory of inno~a
tions, attempted to give an entirely economically determined m
terpretation of these long waves of economic activity. Whereas 
Kondratiev measures the waves from trough to trough, Schumpeter 
measures them at the beginning of the prosperity phases. In his 
view, the first wave includes the period 1783-1842 and reflects the 
Industrial Revolution. The second wave, 1842-1897, represents an 
era of steel and steam and, particularly, of railroad building in 
the world. For the third wave, which begins with 1897, the appli
cation of electric power, the development of chemistry, and the 
use of automobiles are characteristic. Long cycles remain a sub
ject of discussion in the learned literature. For our present re
search they are, naturally, not directly relevant; but it is neces
sary to bear them in mind, for they represent a definite frame
work for the analysiS that follows. 

Juglar. In earlier discussions of business cycles, the cycles 
normally thought of were of 7-11 years' duration. These are the 
classic ten -year cycles which manifested themselves throughout 
the entire nineteenth century, particularly in England, and whose 
duration Marx compared with the average lifetime of equipment 
in industry. (3) A century ago the former medical doctor Clement 
Juglar first d~scribed these periodic economic fluctuations sys
tematically, analyzing statistical series of prices, rates of inter
est, and balances of the central bank. (~) If we measure the length 
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of the cycle from peak to peak, then there were in England during 
Marx's lifetime - that is, in the period 1820-1870 - five cycles 
with crises, which means that the average duration of the cycles 
was ten years. That periodicity continued in the succeeding peri
od, 1870-1914, when the next four cycles lasted nine, seven, ten, 
and seven years. And, finally, another two cycles with crises ap
peared in the period 1920-1938. (§) Accordingly, in a period of 
more than a century, England experienced crises at intervals of 
about ten years. This, however, does not hold for other countries. 
In the United States in the period 1854-1938, there was one cycle 
longer than six years. (6) And even the English data have been 
subjected by Matthews to a reinterpretation for the period after 
1870. (7) Today there is a growing conviction among economists 
that it is necessary to stipulate as intermediate cycles those with 
a duration of about twenty years. 

Kitchin. Following World War I, the English statistician Joseph 
Kitchin analyzed series of bank clearings, prices, and rates of in
terest in the USA and England for the period 1890-1922 and dis
covered short cycles of three-and-a-half years' (40 months') du
ration. Kitchin considered these cycles psychologically condi
tioned. (!!) Later it was established that these short cycles arose 
from the accumulation and depletion of inventories. In five inter
war cycles in the USA, accumulating inventories absorbed 23% of 
the average expansion; in three postwar contractions, depletion of 
inventories accounted for 50-100% of the decrease in social prod
uct. (Q) And whereas ten-year cycles are characteristic of the 
English economy, three- or four-year cycles prevail in the United 
States. In the period 1854-1961 in the USA, there were 26 cycles, 
of which 17, or two-thirds of the total number, were three or four 
years in length. (10) In the period 1854-1958 the duration of such 
cycles varied between 27 and 99 months, with an average of 50 
months, of which 30 months fell within the expansion and 20 months 
within the contraction. After World War IT the expansive phase 
was prolonged by one-third, and the contractions were shortened 
by 42%, so that the rate of growth of the U.S. economy markedly 
increased. These cycles have been empirically investigated very 
systematically. Thus, it has been established that some economic 
series always come first in the phase (changes in inventories, 10 
months; bankruptcies, 7; starts in housing construction, 6; equip
ment orders, 5; net profits, 2; etc.), some are simultaneous (per
sonal income, unemployment, wholesale prices, etc.), and some, 
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r lag behind changes in social product (investment expenditures on 
eqUipment, 1 month; consumer credit, 4.5; interest rates on bank 
credits, 5. (11) This information is useful in forecasting upswings. 
Where amplitude is concerned, it is known that production and con
sumption of durable consumer and producer goods fluctuate sig
nificantly more than production of reproduction materials* and 
services, and inventories fluctuate most. Wholesale prices vary 
more than retail prices; prices of raw materials, much more than 
prices of semifinished and finished products. Industrial produc
tion fluctuates considerably more than the social product. (12) Fi
nally, imports narrowly accommodate themselves to the business 
cycle, but exports do not. (13) 

Yugoslavia's four-year cycles are similar in timing to the U.S. 
cycles, but their conditioning is, as we shall see, different. Fur
ther, the psychological stages of which Kitchin spoke also are n~t 
decisive. However, one should not ignore them completely. In VIew 
of the sequence of changes in our public life, the impression arises 
that every three or four years there is a buildup of impatience and 
dissatisfaction with existing conditions; the belief arises that some
thing must be changed, various political bodies begin to carry out 
a reorganization, and individuals begin to change their places of 
employment. (14) If this impression is accurate, the respective 
phenomena represent a subject for study by sociologists or politi
cal scientists. Our research will bring us to the conclusion that a 
certain combination of exports and imports that has very accentu
ated cyclical behavior and great amplitudes plays the decisive role 
in Yugoslav cycles. Whether the Yugoslav economy also has cycles 
with a duration of more than four years, and what their natures 
are cannot be established with certainty, for a period of two de-, 
cades is too short for empirical analysis. There are certain indi-
cations. The quickening of growth in the decade 1952-1960 and the 
subsequent slowing down can develop into a 16-year or longer cy
cle if stabilization is achieved at the price of reducing the rate of 
growth. The acceleration of agricultural production before 1960 
and the slowing down after that year, and the slowing down of in
dustrial exports before 1961 and the acceleration after 1961, also 
point to longer cycles; but at this moment it is impossible to pre-

* "Reproduction materials" consist of resources consumed in cur
rent production, e.g., raw materials, fuel, grease, energy, packag
ing - Translator. 
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dict their duration. The waves of total gross investment also ap
pear longer: one trough occurred in 1955-1956, and a second in 
1965-1966, which points to ten-year periodicity. 

Construction cycles. Twenty-year cycles were discovered first. 
in construction, above all in housing construction in the USA, En
gland, Germany, Sweden, and Canada. (15) The amplitudes of those 
cycles are fairly great. They are explained by the well-known re
lationship between total and marginal volumes: a slight percentage 
change of the total volume leads to enormous percentage changes 
of the marginal volume. Total housing space is a function other . , 
things being equal, of total population; but housing construction is 
a function of the growth of population. (16) Accordingly, if in the 
course of time the growth rate of the urban population increases 
from 1 % to 2% annually, housing construction in the cities must in
crease by 100%. The iength of the cycle is explained by the slow
ness of population changes and the durability of buildings. It is al
so stated that in capitalist countries it is chiefly small contractors 
who carry on construction activity. When supply exceeds demand, 
they abandon their work with difficulty, the disequilibrium is in
creased, and the crisis is prolonged and aggravated. Later, when 
demand begins to grow rapidly, the shortage of skilled labor (which 
in construction is apprenticed a relatively long time) and the small 
scale of construction enterprises (which are not in a position to in
vest more capital and quickly expand the volume of production) pre
vent rapid adjustment of production to expenditures. For the period 
1862-1933 in the USA, Gordon cites four construction cycles that, mea
sured from trough to trough, lasted 15 to 22 years. (17) From what has 
been said it appears probable that there will also be short cycles in con
struction. Dauten cites, for the period 1879-1933 in the USA, an average 
length of 59 months in 11 construction cycles. (18) Guttentag established 
four housing cycles of 31-35 months' duration for the postwar period 
in the USA (1948-1959). These cycles were conditioned, in the first 
place, by the volume of mortgage credit, i. e., by the available funds for 
financing. As Graph 5.2 shows, the Yugoslav construction cycle is 
linked to the industrial cycle. It has a much greater amplitude, while be
ing conditioned by available funds. As for the long construction cycle 
it cannot normally develop while there is a chronic lack of housing sp;ce. 

Twenty-year cycle. After the 20-year construction cycle was estab
lished, similar periodicity was discovered in other series as well. 
Abramovitz adduces that the rate of growth of production in the United 
States in the period 1814-1938/39 passed through cycles of 15-20 years' 
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duration. Similar cycles were also noticed in prices, the growth of pop
ulation, and movements of people and capital. (19) These cycles are 
linked with the construction cycles. Matthews noticed that great crises 
of general economic activity occur at 20-year intervals and correspond 
to the troughs of the construction cycles. (20) It is important to obs erve 
that the 20-year American and 10-year English cycles differ from short 
cycles in the intensity of the contraction that we call the crisis. The 
troughs of these crises correspond to the troughs of the construction 
cycles. R. A. Easterlin (21) writes that research on the 20-year cycle 
shows: 

that one of the mechanisms responsible for long swings in 
economic growth may involve interactions among aggre
gate demand, labor-market conditions, ~nd household 
growth, with a feedback effect from the last to the first. 
An upswing in the growth of aggregate demand and the 
growing labor-market tightness induced thereby engen-
ders accelerated marriage, migration, and household 
growth. These are critical decision-points in the life cy
cle, entailing spending commitments extending over sev
eral years as a new home is established and a family 
started or settled .... A bunching of such commitments 
serves to cushion the economy against the usual business 
cycle and becomes exhausted only gradually. 

Agricultural cycles. These cycles are of a somewhat different 
nature than the others. They arise from the fact that the process of 
production is relatively long and the volume and costs of production 
depend on weather conditions. If the price of soybeans is low this year, 
farmers will reduce the area under soybeans and sow something else. 
The next year, supply will be less than demand, the price will in
crease, and the production decisions will be changed. Such two
year cycles are characteristic of one-year crops. In the produc
tion of hogs and in cattle-breeding generally, the process of pro-:
duction is prolonged by the time necessary for ~he production of 
fodder. Since 1900, U.S. hog cycles have lasted an average of five 
years; for cattle they are somewhat longer and less regular. With 
crops such as coffee, more years are necessary for maturation. 
"Coffee cycles" last, on the average, 15 years. (22) However, the 
cycles, or at least cyclical components, can be longer even for 
one-year crops because of climatic fluctuations and other causes. 
The well-known Beveridge periodogram of the index of grain 
prices in Western Europe through three centuries shows the 
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strongest intensity for the cyclical component with a period of 151/4 
years. (23) I do not know whether such cycles have been studied 
in the Yugoslav economy. In this study they are not included for, if 
they exist, they have only secondary significance in relation to the 
great fluctuations in agricultural production as a whole. 

The various cycles established point to the possibility that an 
economy is inherently unstable, i.e., that an economy is an inher
ently unstable system. It is of interest to examine whether such an 
assumption is accurate. 
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Chapter 3 

INHERENT INSTABILITY OF THE ECONOMY 

One often encounters the belief that the market can efficiently 
regulate the economic process. This layman's belief is, of course, 
entirely mistaken - and dangerous. A market economy is inher
ently unstable and must therefore be directed. That direction does 
not have to be administrative - in fact administrative direction is 
the most primitive form of direction - but in every case there 
must be direction if one wants to avoid cycles. What form that di
rection takes is not the subj ect of this study. What we wish to 
demonstrate here, with empirical parameters and using the Yugo
slav economy, is how cycles necessarily arise in a pure market 
economy. 

Marx demonstrated the inherent instability of a market economy 
a long. time ago on the basis of the proportions postulated by his 
reproduction models and of the capitalist institutions that neces
sarily destroyed the required proportions. (1) However, besides 
the instability one can also demonstrate the cyclical nature of a 
market economy and show that those cycles are not dependent up
on the institutional system. This can be done in various ways. (!) 
I shall use one of the economic models I constructed earlier. (~) 

3.1 A Yugoslav Model of Inventory Fluctuations 

Let us assume that investment in fixed capital and inventories 
in division I of social production are determined from without and 
that inventories of consumer goods are formed in proportion to 
expected consumption. Let us also assume that it is planned that 
consumption will increase from period to period by some factor 
a. We will take the planning period as one year, which is in 
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fact an assumption of empirical behavior, although at first glance 
it does not appear to be. Therefore, planned inventories at the end 
of year ! will amount to 

(3.1) 

where!!. is the coefficient of inventory formation (the reciprocal of 
the number of turnovers) and C t_ t is consumption in the preced
ing period. Actual inventories (Ht) will differ from those planned 
(Hd by as much as actual sales of consumer goods (C

t
) differ 

from planned sales (a Ci_,). Accordingly, 

(3.2) 

We will assume that actual consumption maintains a constant 
share of social product (Yt ) by the action of governmental bodies: 

(3.3) 

It follows that the planned social product will be 

(3.4) 

where the expression in parentheses represents the planned in
c~eas: in inventories of consumer goods and I, is externally 
gIven Investment expenditures. Substituting (3.2) and (3.3) into 
(3.4), we obtain: 

For the sake of simplification, let 1 + h = X, 

(3.5) 

We will assume for the sake of simplicity that investment ex
penditures expand by a factor u. I, = I,,ut. For the solution of the 
difference equation of the second degree (3.5), itis importantwheth
er the roots of its characteristic equation are real or not. It can 
I:>e shown that the necessary condition for the roots to be real is 

18 

4az 
c>---

(az+l)' 
(3.6) 

~ 

L 

In the case of rapid growth (large ~ and generally large invento
ries, the product aZ is relatively large. When aZ grows, the ex
pression on the right side of (3.6) decreases. Let us take extreme 

- empirical values of the parameters in a situation of rapid growth: 
a = 1.1, Z = 1. 7, from which we obtain the most favorable case for 
satisfying relation (3.6). It follows that ~ must be greater than 

7'2
5 = 0.91. This is unrealistic, for when there is rapid growth, 

8. 
parameter ~ is relatively small (in Yugoslavia, between 0.6 and 
0.7). Accordingly, the roots of the characteristic equation are 
complex, and the solution of the difference equation runs 

(3.7) 

which means that the social product oscillates with an amplitude 
of A and with the phase cp. On the basis of the parameters of the 
Yugoslav economy, it follows that £ is greater than one: 

P-l'acl >1 

which means that the oscillations in the social product are explo
sive. We may still be able to find the period of oscillation. From 

0- c(;! ;(+1) _ 0.6 (l,08x1.3+1) _1.44 -0.9 

2 Va c I. :2 V 1.08xO.6x1.3 1.6 

it follows that6 = 0.45. According to this, the period of fluctuation 
amounts to 

2;r ~23 
P .a 0" .. 0.45 - 14 years 

which is a somewhat longer period than the classical business 
cycle. 

It is worth observing how cose grows with the growth of '1., be
cause of which period P then also increases. It follows that larger 
inventories increase stability, and smaller inventories make the 
economy unstable. It appears, as we shall see later, that some
thing of this holds true for the actual Yugoslav economy. 

However, the model presented was not intended'to be realistic. 
The point was only to show, from a few very simple economic relations 
that are, in addition, entirely plausible, how cycles are necessarily 
generated. The cycles in our case also appear even in the most 
favorable case, when investment regularly expands by some fac
tor Cl!. Intuition tells us that regular expansion of investment and 
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planning of consumption are all that is necessary for a stable econ
omy. But intuition in this case, as so often in economics, proves 
to be mistaken. Besides, investments can move altogether irregu
larly, with their own oscillations, as in fact happens in Yugoslavia 
(see Graph 5.5). In that case oscillations conditioned by invento
des are superimposed on oscillations caused by investment. Inso
far as the periods of oscillation are similar (and graphs 5.1, 5.2, 
5.4, and 5.5 show that they are identical), there appears, as in 
physical systems, a resonance effect, i.e., greater and greater de
viations. And in every case, the instability of the economy in
creases in the absence of control. 

3.2 Cumulative Random Disturbances 
as a Source of Cyclical Fluctuations 

What we have just established is not all we know today about the 
performance of economic systems. It would therefore be useful to 
consider the problem from still one more, at first glance very dif
ferent, aspect. Forty years ago the Soviet econometrician and stat
istician E. E. Slutsky took a series of final figures from a table of 
Soviet lottery loans and calculated a second series of numbers 
from them by moving averages of every ten numbers. (!) When 
this second series was presented graphically, a picture was ob
tained of the English business cycles in the period 1855-1877 such 
as results from the indices of Dorothy Thomas from 1916. Slutsky 
then once more calculated ten-number moving averages from his 
second series, and the new curve showed an arrangement of fluc
tuation periods such as the American Mitchell found empirically 
for 93 cycles of 12 different countries. These results perhaps ap
pear as some sort of black magic. Actually, they disclose, rela
tively simply, an explainable fact: that the accumulation of random 
disturbances leads to a cyclical process. Let us see what is in
volved. 

Let us take four-number moving averages, which we often use 
in this study. Let the original data be random numbers - which 
meanS that they are mutually uncorrelated - and let us designate 
them by Xi' Instead of moving averages we shall calculate only 
moving sums - dividing by 4 to obtain averages is not necessary 
for investigating the effects that interest us - which we will des
ignate by Yi' It follows: 
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Y I x, j" Xl I XJ ~ X. 

Y2 X2 :. XJ !. X .. ·f "s 
Yl Xl ; X ... X5 ; ,X6 

We observe immediately that the adjoining y's each have three 
common terms and are therefore, as distinguished from the x's, 
mutually correlated. Accordingly, the moving averages (sums) 
are no longer random numbers, but numbers that maintain some . 
regularity; correlation is strongest for adjoining terms and falls 
toward zero with the increase in interval. In fact, the coefficients 
of serial correlation are easily obtained. Without limiting the gen
erality of the results, let uS use E(x;) = 0, according to which 
E(yJ = 0; then 

• n-k 
• • fk = _. -. 

n 

In relation to our case in which n = 4, the serial coefficients 
amount to: 

n-l 3 "I 
To-l r =r .. --="-- r,o·r ,.,--

• I -I n 4' - 2 

(3.8) 

If two quantities are mutually positively correlated, as in this 
case, then there is a tendency for them both to move in the same 
direction. Therefore, if Yi increases, there will be a tendency 
for Yh", also to increase - and similarly with decreases. How
ever, neither increase nor decrease can be continued long. In the 
original series, for every Xi there exists the probability of 1/2 
that its value is above or below the given average (zero). The 
probability is 1/4 that the following term, Xi + " is found on the 
same side of the mean; the probability that the third term, Xi + 2 , 

will be on the same side is 1/8; etc. Therefore, the probability 
that successive terms will be far below or above the line repre
senting the average is very slight. And since the terms Yi consist 
of sums of Xi', this means that in the series, Yi must arrive at a re-
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versal of direction and crossing of the line of the average. We 
thus come to this result: the moving sums will change, succes
sively departing for some time from the average, then approach
ing the line of the average and cutting it from time to time. Ex
cept for the progress by steps and the existence of turning points 
and an average, these movements are rather irregular. 

If we express the initial differences in our series of moving 
sums as 

we notice that successive initial differences do not have common 
terms and therefore are uncorrelated. Hence there are also the 
irregular fluctuations, to which we drew attention in the preced
ing paragraph. If, however, we apply the procedure of moving 

sums also to the series Yi so that Zi= ~ Yi , then the initial dif-
i~1 

ferences will have common terms and will be correlated. Thus 
the fluctuations will be Slightly straightened, and there will be a 
tendency for individual segments to appear straight. If we now ap
ply, for the third time, the calculation of moving averages, the 

new series Wi ~ ~ Zi will have correlated second differences as 
i=1 

well, and therefore segments of the waves will appear as parabol-
ic curves. The successive use of moving sums is nothing other 
than the change of the weights of terms in the original series. As 
there is no reason why these weights would be equal and, more
over, equal to one - which would imply simple moving averages 
- then in empirical series we can expect correlation of higher 
differences and, consequently, curvilinear segments in the fluctu
ations. 

If segments of the waves are curvilinear and there are turning 
points and inflections (in the vicinity of the averages), does that 
not mean that perhaps there is also some tendency of the curves 
to be sinusoidal? This would then also imply greater regularity 
with regard to amplitude, phase, and periodicity. Let us consider 
a difference equation of the second order: 

(3.9) 
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For 0 < a < 4 the solution of the equation is sinusoidal (see the 
mathematical appendix). Regression coefficient ~ always satisfies 
the necessary conditions for 

_a=E(b.' YtXYt+t)~E [(Yt+z-2 Yt+t+Yt)(Yt+ I)]=_2 (I-r) 
aZy a Z

y 1 
(3.10) 

Applying the same judgment as in the preceding section, Slutsky 
concludes that a tendency toward sine wave movement will exist if 
there is negative correlation between the second differences and 
the terms Yi +1. For example, in our case of averaged indices of 
industrial production for the period from the middle of 1955 to the 
beginning of 1965, i.e., for the last three cycles, the corresponding 
coefficient of correlation £ = - 0.67; this coefficient is highly sig
nificant and shows the existence of strong cyclical components, 
which we shall discuss below. In his models Slutsky obtained rela
tively low coefficients of correlation (- 0.3 to a maximum of - 0.6), 
and concludes that it is probably an insufficient criterion, since 
equation (3.9) holds only for one sine curve, but actual movements 
can represent the sum of several sine waves of various lengths. 
Slutsky therefore used a difference equation of the fourth order, 
which represents. the sum of two sine waves and gives satisfactory 
results. Finally, he also shows the conditions for obtaining a com
plete sinusoidal shape. (~ 

3.3 Autoregression Model, Linear Oscillator, and 
Servomechanism as Possible Models 

Slutsky's work is rarely quoted, probably because it is rather 
difficult; and when it is mentioned, its unreality is emphasized 
first of all, inasmuch as it purports to represent an explanation 
of business cycles. (§) Slutsky's hypothesis implies that economic 
movements are determined by the weighted sum of random distur
bances in the course of the present and several previous periods. 
Such cumulative stochastic disturbances result in more or less 
regular cyclical fluctuations. In this form the theory does not 
have much meaning, for we know that in an economy there are 
both random disturbances and systematic relationShips. For this 
reason economic movements are expressed much more realistically 
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by an autoregression model of the type 

Yt ~ f(Yt.-I' YI-2' •.. Yt-D' Et) (3.11) 

where YI represents present social product and £t is the distur
bance factor. (7) Our model, expressed by equation (3.5), also be
longs to this tYPe, except that the stochastic element in it is not 
explicitly designated. It was therefore incomplete and it was nec
essary to consider Slutsky's results in more detail. In this con
text it is also useful to mention an interesting study by Irma Adel
man. She departs from the Klein-Goldberger model (whose equa
tions by themselves do not describe cycles), superimposes stochas
tic shocks on the model, and obtains a system that represents very 
well the cyclical fluctuations of the U.S. economy. (~ From these 
investigations we know that both systematic and random compo
nents and their combinations show tendencies toward cyclical fluc
tuation. Since we find both the first and the second component in 
an economy, we must conclude that an economy is inherently un
stable. 

It will be useful to mention here still one more possible ap
proach to economic fluctuations. If we adapt from physics the con
cept of the spring that oscillates around some equilibrium point, 
as did Joseph Schumpeter under the influence of Ragnar Frisch (~, 
then economic equilibrium becomes a kind of attractive force that 
is stronger the greater the deviation from equilibrium. Schum
peter determines equilibrium by the points of inflection on the 
curve of economic indices. It can therefore be assumed that a 
change in the velocity of the system's movement from the equi
librium position is inversely proportional to the distance from 
that pOSition, i.e., 

Y" = -ky (3.12) 

where y represents the deviation, for example, of social product 
from its equilibrium value, and k>O is a constant proportion. We 
notice immediately that it is a question of the familiar equation of 
the linear oscillator whose solution gives a sine wave. Besides the 
attractive force of the equilibrium position when the system de
parts from that pOSition, there can also appear some brakes (bot
tlenecks, for example) that are proportional to the velocity of the 
system's movements. The new equation 
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y"= -ky-ry' (3.13) 

represents the familiar equation of damped os ciliation, in which 
r > 0 is the braking factor. Insofar as it is desired to avoid reg
ularity with respect to phase, periodicity, and amplitude - and 
that regularity is lacking in a real economy - then the constant 
coefficients in our differential equations can be replaced by func
tions of time, which in the simplest case means 

(3.14) 

Finally, if the structure of the system is such that it spontaneously 
fluctuates by damped oscillations and after some time subsides to 
an equilibrium orbit, it will, however, not reach it; oscillations 
will continue endlessly and will always be activated anew by ex
ternal shocks that come from stochastic economic disturbances. (10) 

It is interesting to note the Similarity of equation (3.13) and (the 
homogeneous part) of equation (3.5). The former is a differential 
equation of the second order; the latter is a difference equation of 
the second order. That one is a differential equation and the other 
is a difference equation is not a fundamental distinction, for the 
latter equation also can be constructed so that it is differential. 
The point is that economic phenomena are often discrete in their 
origin - for example, investment expenditures this year will yield 
new production only next year, final income accounts [zavrseni 
racuni] are calculated annually, not at every moment, etc. -
whereas physical phenomena are usually continuous - a force acts 
on some body continuously so long as it still acts. Therefore, eco
nomic phenomena are often described by difference equations, and 
physical phenomena - by differential equations. However, one es
sential difference is much more significant. When the physicist 
speaks of a linear oscillator he describes the phenomenon by the 
hypothesis that "the change in the velocity of movement of the sys
tem from the equilibrium pOSition is inversely proportional to the 
distance from that position." When the economist says that "pro
ducers attempt to maintain inventories in constant proportion to 
expected sales," he explains a phenomenon. And since in both 
cases it is a question of systems, the formal algebraic presenta
tion will be the same. 

The last described model is very clearly illustrated by Ken
dall's (11) position: 
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Imagine a motorcar proceeding along a horizontal road 
with an irregular surface. The car is fitted with springs 
which permit it to of?cillate to some extent but are de
signed to damp out the oscillations as soon as the com
fort of the passengers will permit. If the car strikes a 
bump or a pothole in the road the body will oscillate up 
and down for a time but will soon come to rest .... If, 
however, it proceeds over a continual succession of bumps, 
there will be continual oscillation of varying amplitude 
and distance between peaks. The oscillations are con
tinually renewed by disturbances, though the distribu:" 
tion of the latter along the road may be quite random. 
The regularity of the motion is determined by the inter
nal structure of the car; but the existence of the motion 
is determined by external impulses. 

The value of this illustration is that it directly suggests a solu
tion. If we wish to increase the velocity of the car and the com
fort of the travel er and reduce the expenses of repair, then we 
can achieve relatively little by improving and constantly chang
ing the springs; the basic solution lies in constructing a smooth 
and durable road that rain will not wash out and that will not be 
repaired by piles of gravel. If we substitute the springs for the 
instruments of economic policy and the durable road for the insti
tutional conditions of business activity, then the whole example 
has its macroeconomic interpretation. 

Still another analogy is pOSSible, this time with technical regu
lation. The economy can be thought of as a complex system with 
a multitude of reciprocal links (for example, investment expendi
tures influence income, and income influences investment). In 
fact, that is not just an analogy: the economy is, in essence, a 
large servomechanism. A servomechanism functions well only if 
all its parts and operations are precisely constructed so that they 
exactly dovetail in the functioning of the system as a whole. Inso
far as that is not the case, there will be disturbances, vibrations, 
and oscillations that can be so strong as to result in a breakdown 
of the mechanism. In this case the system "does not oscillate be
cause of some lagged response; it oscillates because of its own 
inherent dynamic contradictions." (12) 

Let us now conclude this part of the analysis. We approache~ 
the problem of economic stability in four different ways. These 
approaches do not differ in essence; they represent variations of 
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a single approach with emphasis on various aspects of the problem. 
The autoregression model can be understood as a special case of 
the model of moving averages of random disturbances. On the 
other hand, that model represents systematically an explanation of 
the linear oscillator model. The servomechanism model can be 
understood as a broadening of the autoregression model in an area 
where explicit mathematical solutions become impossible and the 
solution is arrived at by simulation. However, although we began 
that way, we always unambiguously maintained that there was no 
reason whatever why the economy should in itself be stable, and 
that there are many reasons for its instability. Therefore, oscil
latory, not equilibrium, movements must be considered the rule. 
The inherent instability of the economy demands very active regu
lation and control by way of adequately determined economic policy 
and adequately formed economic institutions that act as automatic 
stabilizers. 
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of the length of the cycles and the damping tendency of certain 
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Chapter 4 

METHODOLOGICAL FOUNDATION FOR EMPIRICAL 
RESEARCH ON CYCLICAL FLUCTUATIONS OF THE 

YUGOSLAV ECONOMY 

4.1 Introductory Considerations 

This study is confined to the analysis of a limited number of stra
tegic factors. Such an approach does not imply a denial of the exis
tence of other relevant factors. However, it is desirable to avoid 
complicating the analysis unnecessarily and to examine some key 
hypotheses with a minimum number of variables. 

The statistical series on which the analysis is projected must 
satisfy the following conditions: 

a) the series must be sufficiently disaggregated so that individual 
phenomena can be precisely located in time, even within a period of 
one year; 

b) seasonal components must be excluded. 
For the satisfaction of condition (a), annual data are insufficient

ly selective but monthly data contain an excessively large random 
component. Therefore, quarterly data were chosen. Condition (b) 
is usually satisfied by the use of moving averages. However, mov
ing averages, precisely because they are averages, reduce devia
tions (i.e., besides the seasonal component, they to a large extent 
also eliminate the random component) and thus embellish the pic
ture of the movements. Insofar as such a picture shows regularity 
even without moving averages, it can only be still more regular 
with them. The seasonal component was therefore eliminated in 
such a way that in calculating the rate of growth the same quarters 
of different years are placed in relation. Furthermore, by use of 
moving averages the series would be shortened by two quarters at 
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the beginning and at the end of the period. In view of the fact that 
quarterly series exist only from 1952 or 1953, this would be a se
rious loss. The method used eliminates the loss. Finally, moving 
averages distort the oscillatory movements, which my method 
avoids. It will be useful to demonstrate immediately and formally 
the first and third characteristics of moving averages. 

We assume that the terms of our seriesYt = f1 + f2 + fs consist of 
three additive components, trend f1 (t), oscillatory components f2 (t), 
and random components fs (t). Let us calculate the terms of the 
trend by operation of the moving averages T: 

TYt = Tf1 + Tf2 + Tfs 

We assume that in this way the trend is exactly calculated, and by 
its subtraction from the original series we obtain the deviations 
that contain only an oscillatory and a random component: 

Yt - TYt = (f2 - Tf2) + (fs - Tfs) 

The terms Tfi and Tfs can distort the oscillatory component and 
introduce nonexistent oscillations into the random component. The 
latter, known as the Slutsky effect, has been examined in Section 
3.2. Here we can only notice the reduction in variability of the ran
dom elements through the adoption of moving averages. If the vari
ance of random elements equals ~, and the moving averages have ~ 

terms, then their variance is ~. (1) Accordingly, with averages of 
n - . 

four terms the variance of random elements will be reduced to one
fourth its original value. We assume that the oscillatory component 
has a sinusoidal shape: 

f, (t) = sin (~+ At) (4.1) 

then • 1 , 
n slfl-n/\ 

. 2 . I 
1: sm (~+ At) = --1 - sm [~+- (n + I)A] 

t= 1 sin _A 2 
2 

(4.2) 

which means that the moving average will have the same period and 
sin.!. nA 

phase, but its amplitude will be reduced by the factor 2 
;;- sin.!. A . 

2 
Here we can notice still another effect, which is intuitively obvioUb 
and which we will use in the analysis of long cycles. Namely, the 
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term Tf2 , i. e., the distortion of the oscillation, will be small if n 
I 

is large or ifinA is a multiple of It, i.e., the span of the moving 

average corresponds to the period of oscillation in f! (t). If the 
oscillation is slow, i.e., A is small, and if nk is small, i.e., the 
span of the moving average is short, then the amplitude is slightly 
reduced and the term f2 - Tf2 therefore declines. This means that 
moving averages become a trend and eliminate a slow oscillation. 
If the span of the moving average is somewhat longer than the pe-

riod of oscillating, n > 27t, the factor of distortion, can have a 
i. 

negative sign, as a result of which the oscillations will increase. (~ 
Consequently, moving averages can increase, decrease, or elimi
nate the oscillatory component, and therefore it is desirable that 
they be replaced by some other method. 

In studying business cycles, two methods, having several varia
tions, are used. The first consists of separating the trend from 
seasonally adjusted data, on the assumption that the former has an 
additive (as above) or multiplicative character, and then consider
ing deviations from that trend. This method has great shortcom
ings. First of all, every interpolation is arbitrary. Second, if val
ues for some usual mathematical curve are interpolated, the trend 
must be recalculated for every ~xtension of the time series. If mov
ing averages are adopted, they produce distortions, which we dis
cussed above. In an expanding economy, especially if the rate of 
growth is high, absolute deviations do not have much meaning. And 
relative deviations, because of the arbitrariness of the trend, do 
not directly tell us anything. Therefore, the second method of mea
suring cycles attempts to avoid the previous elimination of trend. 
The best-known example of this second method comes from the 
U.S. National Bureau of Economic Research, and it is useful to be 
acquainted with this technique. (~ The Bureau proceeds from the 
assumption that cycles are a constant phenomenon in a capitalist 
economy, that they maintain the essential characteristics of the 
functioning of the mechanism of that economy and that, according
ly, there is no sense in choosing only one statistical aggregate for 
measuring general fluctuations. Therefore, on the_basis of an anal
ysis of some 800 different statistical series, a so-called reference 
cycle is determined, which represents the general fluctuation. One 
of the ways of determining the reference cycle is by using an in
dex of diffusion. The index of diffusion shows which proportion of 
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all the series considered are series that increase (or decrease) in 
definite months or quarters. It shows the turning point - that mo
ment when, after a rise, the index of diffusion stops increasing and 
when, after a fall, it stops declining and begins to rise. In that way 
the initial trough, the peak, and the final trough of the reference 
cycle are determined. The subdivision of the cycle between the 
initial trough and the peak is divided into three equal parts, and 
the same thing is done with respect to the subdiviSion between the 
peak and the final trough. Thus nine reference points and eight 
reference segments of the cycle are obtained. 

In the determination of specific cycles of individual economic 
series, seasonal influences are first eliminated from the empiri
cal data, and then two troughs and the peak that correspond to the 
reference data are established. From seasonally adjusted data the 
average for the whole cycle, which represents the base of the cy
cle, is calculated; and quarterly or monthly data are expressed as 
percentage deviations from that base. Peaks and troughs are de
termined on the basis of three-monthly averages of seasonally re
fined data, so that random disturbances are eliminated. Then the 
specific cycle, like the reference cycle, is divided into eight seg
ments. These segments are averaged for several cycles so that a 
typical cycle may be obtained for the period being studied. It is 
then possible to compare directly the typical specific and the typi
cal reference cycles: differences in amplitude, period, and phase 
(lags and leads) in individual segments and variability of amplitude 
and duration of the cycles measured; and characteristic differences 
in retardation and acceleration in individual segments are estab
lished. Thus systematized knowledge of the empirical character
istics of economic movements can then be usefully employed in 
forecasting economic upswings. 

The following remarks can be made with regard to the usefulness 
of the Bureau's technique for our analysis. This technique elimi
nates trend between cycles, but not within cycles. For the relative
ly slow-growing U.S. economy and relatively short cycles, this does 
not lead to any analytic difficulties. However, the Yugoslav econ
omy expands 2.5 times faster than the American, and the intra
cyclical trend becomes a Significant factor in the analysis. It would 
therefore be necessary to make modifications in the technique. 
Furthermore, such a technique makes sense when a larger num-
ber of cycles are analyzed. In our case it is a question, as we shall 
see later, of four cycles in all, of which the first is entirely atypical, 
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so that a complicated technique would not lead to knowledge that 
was not attainable on the basis of a simpler method of analysis as 
well. And, finally, a special reference cycle does not appear nec
essary to me. Although it is true that cyclical tendencies are con
stantly present in the economy - about which there was some dis
cussion in the preceding chapter - it is also true that planning 
must correct and level off these tendencies. The basic task of 
economic policy is the stabilization of production at a high rate of 
growth. Accordingly, our reference series would have to be a se
ries on the social product. In the absence of that series, at;td_tak
ing into consideration the fact that in the Yugoslav economy indus
try* directly conditions the movements of all other economic sec
tors (except agriculture), we will use the series of industrial pro
duction as representative, and the industrial cycle as the refer
ence cycle. 

Along with the inadequacies mentioned, it is worth emphasizing 
also that the Bureau's method gives as the cycle the deviations 
from a base that is unknown beforehand. Therefore, a current 
forecast becomes difficult. That, as well as the majority of other 
inadequacies, can be removed if chain indices of economic move
ments are used for ~easuring cycles. That method is used in this 
study. Since chain indices and the rate of growth are not the same 
and do not change equally as absolute amounts, it is necessary to 
examine here the characteristics of that method, especially with 
regard to the possibility that it results in distorting amplitude, 
phase, and the period of cyclical movements. 

4.2 Characteristics of the Model Selected 

We assume that our economy follows some long-run trend at a 
constant rate of growth (a - 1). Accordingly, the trend will be de
termined by the equation Yt = at. We assume, further, that in the 
short run the economy regularly oscillates about that trend along 
some cosine curve, but in such a way that the amplitude of devia
tions is proportional to the values of the trend at every moment, !. 
This is necessary because it is plausible to assume that with ex
pansion of the economy, the movements also increase absolutely, 
but not relatively as well. The factor of proportionality, !, must 

*Throughout this work, the term "industry" refers to manufac
turing, mining, and the generation of electricity - Translator. 
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be less than one to avoid the absurd result of a rate of growth in 
some part of the cycle greater than 100%. The path by which the 
economy moves is given by the equation 

Yt = kat cost + at (4.3) 

which in shape is identical to equation (3.7), to which we came by 
an entirely different route. Equation (3.7) thus represented the os
Cillatory movements 9f the social product: 

Y t ~ A pI cos (8t-ql) + \'0 ClI 

Let us make the initial equilibrium product equal to one, Yo = 1, 
which depends on the proper choice of the units of measurement. 
Then we arrange the measurement of time so that 0 = 1, er = O. Fi
nally, we introduce one assumption that can be empirically tested, 
namely, that both components of the social product expand by the 
same factor p = a = a. In that case equation (3.7), which was de
duced from certain assumptions about the behavior of economic 
subjects and of empirical values of certain structural coefficients , 
is transformed into equation (4.3), which will serve as the statis
tical model for the investigations in this study. 

y, = k a' cos t -i- at 

With the empirical values of the Yugoslav economy, Yt indeed 
oscillates, but constantly increases (see Graph 4.1):. We will now 
compare the amplitude, phase, and period of that equation with the 
equations that result from applying the two methods discussed 
above. Let us examine, first, the movement of relative deviations , 
dt , from the line of the trend: 

dt y,-Yt (kat cost.,. at)-at 
- = -- = = k cost 
Yt Yt at (4.4) 

The relative deviatjons also oscillate along a cosine curve of the 
same period and phase, but the amplitude of oscillations is natu
rally less, and in fact.equal to the factor of proportionality. The 
case is somewhat more complex When, instead of relative devia
tions, we use c~in indices. Since the indices represent the num
ber 100 plus the rate of growth, it will be Simpler for us to con
Sider the oscillation of the rate of growth. In so doing we will use 
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Graph 4.1 
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instantaneous rates of growth, for they make possible a simpler 
mathematical analysis than the usual interval rates of growth. 
Accordingly, 

dy 1 k Ina cost-k sin t + Ina 

dt y kcost + 1 (4.5) 

For characteristic values of !, the curve of the rate of growth as-
sumes these values: r. 3 o 7t' 

2' 

y' 
Ina Ina-k Ina 

y 

-r. 
2 

Ina+k 

2n-

Ina 

In order to get a conception of the order of magnitude of our con
stants' we can insert the empirical magnitudes that will most fre
quently appear in the analysis. We can use 12% annually as the 
average instantaneous rate of growth of industrial production, 
which gives Ina = 0.11. One can see from the table that the high
est cyclical rate of growth will be somewhere in the vicinity of 

t = .~;t. As empirical data show that the highest cyclical growth 
7. 

rate of industrial production is about 20%, that would amount to a 
proportionality factor of approximately k = 0.20 -0.11 =0.09. On 
the basis of those constants, curves are drawn on Graph 4.1, The 
extreme curves are given by the equation 

_d. (Y'.)' = -k(k-_cosi2=o 
dt ,Y (I .- cos t)2 (4.6) 
. " cos t= -k= -0,09 

As cos t= - cos(;r ±t), that is 180::; ±_ t = 84:::'50'. At the minimum, 
tmi (,= 180', - 84-:' 50'=95 7

• 10'. at the maximum, t m .. =180"+84° 50'=264° 50'. 
The smaller the factor of proportionality, ~ - i. e., the smaller 
the deviations from the exponential path - the closer are the ex-

tremes to the points r. (for the minimum) and~r. (for the maxi-
2 2 

mum). 
When we insert the condition for the extreme (4.6) in the equa

tion of the curve (4.5), we obtain as values of the extremes 

Y' k 
--= lna ~-== 
Y - I/l-k2 (4.7) 
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which means that the curve oscillates about lna.. As a is near one, 
that meanslna ,." a-I, which represents the rate of growth. Conse
quently, the curve of the rate of growth oscillates about some av
erage rate of growth, which corresponds to the rate of growth from 
the trend, and that is intuitively obvious. The smaller the factor !, 
the closer are the extremes to the values lna ± k, i. e., to the values 
given in the table above. For our value k = 0.09, the corrective fac-

t . 
tor is practically equal to one: VI =k.2 = I. 

We must still ascertain at which points the curve of the rate of 
growth cuts the line of the average growth rate about which it os
cillates. In order to do that we subtract the values of the latter 
from the values of the former: 

k lna cos t-k sint + lna 

k cos t+ t 

ksint 
lna = ------

l+kcost 
(4.8) 

The expression obtained will be cancelled for all values for which 
sin t is cancelled, i.e., for t=n;[, n= 0, 1, 2, .... 

Now we can resume the discussion of the characteristics of the 
curve of the growth rate (4.5). That curve oscillates about the av
erage rate of growth given by the trend. It cuts the line of the av-

erage rate of growth - more precisely, the line ~= lna- in regu-
y 

lar intervals for t= Jr • Our curve resembles the cosine curve shifted to-

ward the origin by _7t_ (see Graph 4.1); however, that shift is valid pre-
2 

ciselyonlyfor zero points, butnotforthe extremes. The extremes are 

found at the points ?t ~ ~t (minimum) and ~ 7t - ~t (maximum), 
2 2 

which means that the interval between the extremes is by 2A t less 
than the interval between zero points, which amount to exactly Jr. 

That also means that individual phases of the cycle are not symmetrical. 
The retardation phase (recession and depression) is somewhat pro
longed, and the acceleration phase (revival and boom) is somewhat 
shortened in relation to a regular cosine curve. As in real life, 
the retardation phase is usually shorter than the acceleration; in 
that way a spontaneous correction is carried out in the direction of 
symmetry of the empirical curve. Those "corrective" deviations 

are very smail; in our case ~t = ...!. 7t, and besides that At -+ 0 when 
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factor k-.O. The amplitude of the curve of the growth rate is equal 

to k I/i~ki -~ k for small values of J.:., which appear in practice, 

- which means that it is practically equal to the amplitude of rela
tive deviations. We can therefore conclude that for all practical 
purposes the curve of the growth rate represents the curve of rel
ative deviations from the trend shifted toward the origin by 

~. The shift of phases of; or one-fourth of the length of the cy

cle in advance in relation to the remaining two cosine curves is ob
vious and intuitive. The rate of growth attains its extremes in the 
vicinity of the points of inflection of the original curve, and passes 
through zero in the vicinity of the maximum and minimum of the 
original cosine curve. In empirical work there appear further 
complications which will be discussed in the next chapter. 

The noncorrespondence of the phases is the price that must be 
paid for the other advantages of our method. But that price is not 
too high. In an expanding economy, changes in the rates of growth 
are of primary importance. One of the cycle-producing mecha
nisms, the accelerator, reacts directly to changes in rates of 
growth, and not simply to absolute changes. It is necessary, how
ever, to have constantly in mind the import of the phasal shift. It 
is only when the rate of growth just begins to fall that the devia
tion upwards from the trend begins; when the rate of growth de
creases through the average, the deviation scarcely attains the 
maximum; when the rate of growth begins to increase again, the 
deviation just enters the negative quadrant. Insofar as we measure 
cycles of the growth rate - as we will do in this study - from the 
first inflection of the cosine curve, then to those cycles correspond 
cycles of relative and absolute deviations whose cosine curves are 
shifted so that they begin with the peak at the origin. In other 
words, measurement of cycles of growth rates from descending to 
descending inflections corresponds to measurement of cycles of 
deviations from peak to peak. 

Thus we have arrived at the problem of determining the begin
ning and the end of the cycle. In physics, osciallations are mea
sured from the ascending (descending) to the ascending (descend
ing) inflections. The same approach was adopted by Schumpeter, 
for whom the points of inflection represent points of economic 
equilibrium from which outbursts of innovative impulses quickly 
push the system upward. That approach is now rare in the study 
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of business cycles. The duration of cycles is determined almost 
always by time intervals from trough to trough or from peak to 
peak. The advantage of such a method of measuring is that peaks 
and troughs can be determined mo;re precisely than other points 
and that a period of duration of the cycle, so determined, is then 
relatively invariant in relation to later occurrences or another 
analytic approach .. Moreover, the length of the cycle is obtained 
as a simple number of expansive and contractive phases. I did 
not, however, decide upon that traditional mechanical approach, 
for I consider that the fundamental criterion in determining the 
cycles must be its economic interpretation. Later it will be seen 
that each of five of our postwar business cycles began with some 
significant economic reform. The beginnings of those reforms 
fall right at a time when the retardation part of the cycle cuts the 
trend line, i.e., they fall in the vicinity of the point of inflection. 
Since the duration of empirical cycles is different if they are mea
sured by troughs rather than by peaks, and those differences are 
sometimes rather pronounced, measurement by points of inflec
tion gives some kind of average duration and thus avoids extremes. 

Determining cycles by points of inflection also emphasizes the 
heterogeneity of individual stages of the cycle, of which there are 
six and which we can designate as follows, according to the devel
opment of the cycle: (1) depression; (2) lower turning point or 
trough of the cycle; (3) revival; (4) boom; (5) upper turning point 
or peak of the cycle; and (6) recession. (!) The cycle begins with 
the depression - which is contrary to the usual approach in the 
analysis of cycles - for we determined the boundaries of the cy
cle at the points of inflection of the descending segments. The 
first three stages develop below the trend, the latter three above 
the trend. We shall call the ascending segment the accelerative 
phase, and the recession and depression the retardation phase of 
the cycle. The revival and boom form part of the accelerative 
phase, and the recession and depression are part of the retarda
tion phase. The peaks and troughs, i. e., the turning points, shall 
be designated as separate stages of the cycle, for the reversal of 
economic movements represents a different phenomenon from 
their cumulative extension in the same direction and in fact rep
resents a basic theoretical and practical problem in the sphere of 
business cycle analysis. 

One more remark should be made in connection with termino
logical questions. In physics, vibrations and oscillations differ; 
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oscillatory movements are vibratory and also periodic. In the 
analysis of time series the English statistician Kendall proposes 
that the unsystematic components of residual fluctuations (after 
seasonal influences and trend are eliminated) be called stochastic 
movements, and the systematic components be called oscillatory; 
the oscillations may, but need not, also include a cyclical compo
nent that is a periodic function of time. (~ Economic fluctuations 
are never strictly periodic functions, but nevertheless it is usual 
to call them cycles. This terminology will be used in the present 
study. Fluctuations mean some kind of deviation from a uniform 
trend or a stationary level. Insofar as we discover in these devia
tions systematic elements (regularity in amplitudes, definite peri
odicity) we shall speak of cycles. We can use fluctuations and os
cillations as alternative terms. 

One additional introductory remark is necessary in connection 
with statistical series. Our statistics, unfortunately, do not elab
orate quarterly series of the social product, as is the practice in 
more advanced statistical services. Quarterly indices are calcu
lated of movements of industrial production and the sum of produc
tion of industry, forestry and construction (so-called production 
excluding agriculture). Earlier research in the YugOSlav Institute 
of Economic Studies showed that in the Yugoslav economy move
ments of all economic sectors (except agriculture) are narrowly 
correlated with industrial production. (6) Therefore we can prob
ably use the quarterly indices of industry and production (exclud
ing agriculture) of the Federal Statistical Bureau as indicators of 
the quarterly movement of the social product excluding agriculture. 
Further difficulty in the analysis stems from the fact that the Fed
eral Statistical Bureau reports investments very incompletely. 
Here not only are quarterly data nonexistent, but there are no an
nual data in constant prices for investment in fixed capital or for 
growth of inventories. Therefore we shall have to use the other 
statistical series as substitutes. 

1) 

Notes 
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2) M. G. Kendall, The Advanced Theory of Statistics, IT (Lon
don: Griffen, 1959), pp. 378-380. 

3) See C. A. Dauten, Business Cycles and Forecasting (Cincin
nati: Southwestern Publishing Co., 1961), Ch. rn, "Measurement of 
Economic Fluctuations." 

4) The business cycle model can be ordered differently. For 
example, A. Spiethoff, in his well-known work of 1923, analyzes 
English and German cycles of the period 1822-1913 by this model: 
crash or depression (1 - recession, 2 - first revival); upswing 
(3 - second revival, 4 - boom, 5 - shortage of capital); CJ;isis. 
We cite the version "Business Cycles," International Economic 
Papers, 3 (1953), 123. 

5) Op. cit., p. 370. 
6) B. Horvat, Pristupna kvalifikacija globalnog modela privred

nog razvoja Jugoslavije za period od 1963 do 1970 godine, SZPP, 
Serija B, br. 20. 

42 

I 
[ 

I 
I 

I 

L 

Chapter 5 

CYCLICAL FLUCTUATIONS OF 
PRODUCTION AND INVESTMENT 

5.1 Cycles of Industrial Production 

At one time it was imagined that in a socialist economy there 
would be neither commodity-money relations nor business cycles. 
In contrast to the former, the latter assumption is much more 
justifiable, for planning ought to eliminate business cycles. How
ever, study of economic movements shows that in the first twenty 
years of socialist construction in Yugoslavia not even the latter 
assumption was accurate (!): there are pronounced business cy
cles which recur at regular intervals. This discovery implies an 
unpleasant consequence. What is disturbing is not the denial of a 
false assumption, but the fact that economic policy is conducted as 
though that assumption were accurate. In other words, those who 
determine economic policy are unaware that they are acting in the 
context of business cycles and that by their actions they are creat
ing those cycles. 

By way of illustration, the planning and implementation of three 
successive annual plans of industrial production in the period 1960-
1963 can be mentioned (~): 

1961 
1962 
1963 

Rate of Growth 
Plan 
12.0 
12.6 
10.3 

Achievement 
7.2 
7.0 

15.6 

For 1961 the Federal Economic Planning Bureau essentially ex-
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trapolated the earlier high rate of growth. But as retardation had 
already begun in the middle of 1960, which remained unnoticed, the 
rate of growth achieved was 40% lower. That was considered ac
cidental, and for 1962 a still higher rate of growth for industry 
was planned. (3) However, strengthened by inadequate economic 
measures , the-retardation deepened and the actual rate was 45% 
lower. After personnel changes in the Planning Bureau, the princi
ple of cautious planning was accepted, and for 1963 one of the low
est rates of industrial expansion for the entire decade was fore
cast. Meanwhile, a turning point had been reached, and the busi
ness cycle ent~red anew into the accelerative phase, so truit the 
planned rate was exceeded by almost 50%. These errors contrib
uted to the abandonment of two successive variants of the five
year plan worked out in that period, and in 1965 a third variant 
was worked out, with the period 1960-1965 remaining without a 
five-year plan. (4) As still more serious failures to hit the planned 
target occurred from 1965 on, even the third successive medium
term plan came into question and the need appeared for serious 
revisions or the construction of a fourth variant. 

In the 16 years from 1949 to 1965 there were four industrial cy
cles. Except in 1951 and 1952, and then again in 1967, the rate of 
growth was never negative and that is the first significant charac
teristic which distinguishes Yugoslav cycles from the classical 
business cycles. Therefore we will not proceed in the analysis by 
way of study of absolute amounts, or of relative deviations, which 
are customary in the classical analysis of business cycles. We 
will, as was explained in the methodological survey, study changes 
in the rates of growth (~; instead of relations of absolute quanti
ties and deviations, we shall analyze relations of growth rates. 
To avoid negative rates of growth, in the numerical analysis we 
will use indices which, as is known, represent the sum of 100 and 
the rate of growth. 

Business cycles in Yugoslavia appear as fluctuations around a 
rising and rather steep trend. In Graph 5.1 that trend is shown by 
a horizontal line that represents the average rate of growth (12.3%) 
for the period 1952-1965, derived from actual empirical values 
for the beginning and final years of the period. Where that hori
zontalline cuts the broken line of the quarterly industrial indices, 
the boundaries of individual cycles are determined. The begin -. 
nings of the cycles are fixed at the descending phases. The eco
nomic significance of that decision will become clear later. Be-
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sides the chain indices of the same quarters of successive years, 
the annual indices and indices on the basis of moving quarterly 
averages are given for the sake of comparison. As can be ex-

- pected, these latter moderate random deviations of the direct 
quarterly indices, and in the last cycle give a picture of a true 
mathematical sine curve. It can be seen that taking either direct 
or average chain quarterly indices does not change the boundaries 
of the cycles. To avoid a mistaken interpretation it is desirable 
beforehand to call attention once again to the statistical content of 
ail quarterly indices that are used in the graphs and tables of this 
study. These are not indices of successive quarters 

II quarter 1960 .. 
(not ), but mdICes of the same quarters of succes-

I quarter 1960 
. II quarter 1960 . 

sive years (meanmg: 9). Such an mdex: (a) excludes 
II quarter 195 

seasonal components, for it compares the same parts of the year, 
and (b) reflects the annual and not the quarterly growth or decline, 
for it refers to successive years. 

In the Yugoslav economy the accelerative and retardation phases 
correspond to the expansion and contraction phases of classical 
cycles. Those phases, as well as the dates of troughs and peaks, 
are presented for industrial cycles in Table 5.1. The data refer 
to the curve of the direct indices of the same quarters. The fig
ures in parentheses present the dates and durations of the phases 
on the basis of the index of moving averages of the same quarters. 

Table 5.1 

Acceleration and Retardation Phases of Industrial Cycles 

Period Duration in Quarters 
Acceleration Retardation 

Trough II/1951 (?) 
Peak 1/1955 (IV /1954) 15 (14) 
Trough 1/1956 (1/1956) 4 (5) 
Peak 1/1957 (1/1957) 4 (4) 
Trough m/1958 (IV /1958) 6 (7) 
Peak II/1960 (1/1960) 7 (5) 
Trough 1/1962 (1/1962) 7 (8) 
Peak 1/1964 (IV /1963) 8 (7) 
Trough m/1967 (?) 14 

45 



The figures in Table 5.1 require very careful analysis. First of 
all, a question mark designates my estimate for 1951, for quarter
ly data of the Federal Statistical Bureau do not exist for that year. 
The question mark for 1967 similarly represents my forecast. 
Great regularity is noticeable in the duration of individual phases 
of the cycles except for the first cycle, which is Significantly 
longer than the others, and the last, which shows abnormal length 
of the retardation. Analysis of Graph 5.1 establishes that the first 
cycle is not entirely homogeneous, and that it consists of two sub
cycles; accordingly, a peak in the fourth quarter of 1953 a~d a 
trough in the first quarter of 1954 are interpolated. Insofar as we 
may thus break down that cycle, instead of an accelerative phase 
of 15 quarters we would obtain this picture: 

Trough 
Peak 
Trough 
Peak 

II/1952 
IV/1953 

1/1954 
1/1955 

Duration in Quarters 
Acceleration Retardation 

10 
1 

4 

That picture agrees well with the one that follows from Table 5.l. 
However, I believe that breaking down the first cycle is not justi
fied, and therefore that the retardation lasts one quarter altogeth
er and is checked on a level which is higher than the other troughs. 
In additiqn, the curve oil the basis of moving averages shows only 
one smaller jag. Accordingly, the first cycle is obviously not typ
ical. Perhaps this interpretation is possible: as a result of free
dom from the pressure of the economic blockade, emergence from 
the admfuistrative stage of centralized planning, and orientation 
toward hurrying the completion of projects that were started in 
earlier years, economic movements had such an expansive force 
that the disturbance at the beginning of 1954 was quickly absorbed 
and the expansive phase was prolonged for nearly four years, 
which is twice as long as in later periods. In that prolonged ac
celeration, the gre:lt expansion of construction in 1952 and 1953 
probably played a Significant role (see Graph 5.2). 

What strikes one in the remaining part of Table 5.1 is the rela
tively long duration and lengthening not. only of the accelerative 
but also of the retardation phase. That indicates an inefficient and 
inadequate economic policy. The "boom" is insufficiently controlled, 
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and subsequently the "recession" does not respond to the stimulus 
of the measures adopted, but as we shall see later, acts negative
ly. In the last two full cycles, the retardation and acceleration 

- phases last 6-8 quarters. The entire industrial cycle, accordingly, 
lasted 12-16 quarters or 3-4 years, which is somewhat shorter 
than business cycles in other European countries. (~ 

Here it will be of interest to determine the extent to which our 
introductory theoretical analysis of alternative accounts of busi
ness cycles is in accorq with empirical data. In Graph 5.3 indus
trial cycles are shown on the basis of chain indices and of relative 
deviations from the exponential trend (in both cases the data are 
based on moving averages). A definite phasal shift is noticeable, 
but it is not complete (the turning points of the chain indices pre
cede by 0-3 quarters; with regular oscillations about the exponen
tial path with a period of one quarter, the lead would have to be 

1 
3'2 quarters). Much more important is a phenomenon which fol-

lows from the fact that the fluctuations do not unfold about a con
stant rate of growth, as is assumed in the theoretical model. Since 
up to 1960 the average rate of growth increased and later decreased, 
the oscillations of relative -deviations deviate upwards from the 
trend in the first subperiod and deviate downwards in the second. 
In that respect the oscillations of the chain indices present a more 
regular picture. The amplitudes of those oscillations are also 
greater, which reflects the greater sensitivity of this method of 
measuring business cycles. Generally, as follows from the gener
al theory of economic growth (1), the economy reacts functionally 
to changes in the rate of growth, and not to absolute changes. The 
average annual rate of growth for the period ill/1952-II/1965 
amounts to 12.2% for the trend of values and 12.25% on the basis 
of the beginning and the end of the empirical series. The arithmet
ic average of the rate of growth would have to be somewhat higher 
than the geometric average rate of growth. It is, but only in the 
second decimal place, and amounts to 12.28%. Accordingly, with 
sufficiently long series and to the extent that fluctuations are not 
too extreme, we can take the average of annual rates as the ap
proximate trend of growth rates. If we add, moreover, that calcu
lation of trend and of relative deviations from the trend is compli
cated and time-consuming work, while chain indices and their av
erage are calculated directly from basic data, it follows that our 
method computationally is Significantly simpler and analytically 
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Graph 5.1 Industrial Cycle 

more efficient. Meanwhile, even the asymmetry of the cycles of 
relative deviations from the trend have their significant informa
tive value. It can be seen, as has already been emphasized, that 
before 1960 growth accelerated and later slowed down. Accord
ingly, there appeared accelerative and retardation phases of a 
longer cycle, which lasts at least 15 years. Later we will attempt 
to examine more fundamentally the origin of that longer cycle. 

5.2 Measured Characteristics of Business Cycles 

Since agriculture still accounts for about 26% of Yugoslavia's 
social product, and agricultural production is subject to large 
variations owing to weather conditions, that factor must be elimi
nated in studying business cycles. That may be done in such a 
way that the series of agricultural production is refined of sea-
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----- Industry averaged quarterly 
- -____ Industry quarterly 
_._._._ Industry annually 

Cycle ill Cycle IV Cycle V 

~ __ ~~ ____ ~~ _________ ~ ______ ---l~ _____ Average 112.3 (1952-1965) 

in Yugoslavia 

sonal influences. However, as quarterly data for agricUltural pro
duction do not exist, it is Simpler merely to subtract agriculture 
and to consider movements of the economy without agriculture. 
As there are no quarterly data for that either, we will substitute, 
as was indicated, the aggregate of production of industry, forestry 
and construction (henceforth referred to as "IFC production"). 

That production, excluding agriculture, is shown in Graph 5.2. 
Two important facts are noticeable: (1) nearly all the troughs and 
peaks - of industrial and IFC production - COincide, and there
fore the analysis carried out on the basis of Table 5.1 also holds 
for IFC production; (2) in relation to industrial production, the ~ 
cillations of IFC production are more pronounced. It is of inter
est to ascertain why those oscillations are greater. We establish 
easily that the oscillations of construction are huge, and that is 
precisely why IFC production fluctuates more than industrial. 
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Consequently, construction appears as one of the significant fac
tors of instability of the Yugoslav economy. Owing to a series of 
unresolved problems, and above all those involved in financing in
vestment and housing construction, construction fluctuates with 
huge amplitudes and in nearly eve:r:.y cycle experiences a classi
cal depression with negative rates of growth. Therefore, and not 
because of objective reasons in connection with the capacity of 
construction operations, labor force, or the supply of raw mate
rials (!!), housing construction in Yugoslavia is half that in the So
viet Union or Sweden and is Significantly less than in many other 
European countries with much lower rates of growth. We are 
forced to conclude that the standard of living of our working people 
is unnecessarily below the productive potential of our economy. 
In addition, the huge fluctuations in production prevent more ef-
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in Yugoslavia 

------ Production (industry, forestry, construction) 
Industry 

_____ Construction (effective working hours) 

ficient organization of construction enterprises: productivity is 
low, quality poor, fluctuations of the labor force large, business 
activity erratic, and services expensive. In the present depres
sion once again an enterprise that at one time specialized in build
ing roads is building apartment houses, and an enterprise special
izing in housing construction is involved in bidding for roadwork 
contracts. The repercussions for production are seen in the in
tensification of economic instability. 

It remains for us to present the measured characteristics of 
Graph 5.? in tabular form. The boundaries of the cycles of IFC 
production are determined in a manner similar for those of indus
try: by the intersecting of the horizontal line of average growth in 
the period 1953-1965. The duration of the cycles of IFC production 
is equal to that of industrial cycles, i.e., 3-4 years. 
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Table 5.2 

Measured Characteristics of Production Cycles 

Index of Annual Growth 

tIl 
~ Q) 

=2 CJ = o ~ fo Q) ..... t1! 
~ 

~& ::l -a Q) 
0 .... 

::l = ~ Q) :::I 
Period Cl ..... Eo! ~ Cl 

Cycle I: 
industry ill/1949-ill/1955 24 97** 130 33 
production 

(exc. agr.)* II/1949- II/1955 24 93** 133 40 
construction 76** 149 73 

Cycle II: 
industry ill/1955- II/1958 11 103 121 18 
production 
(exc. agr .)* II/1955- 1/1958 11 94 122 28 
construction 60 129 69 

Cycle ill: 
industry II/1958-IV/1960 10 107 118 11 
production 
(exc. agr.)* I/1958-IV /1960 11 107 117 10 
construction 102 115 13 

Cycle IV: 
industry IV /1960- 1/1965 17 104 119 15 
production 
(exc. agr.)* IV/1960-IV/1964 15 101 121 20 
construction 88 128 40 

*Production excluding agriculture :includes industry, construc-
tion and forestry. 

**_QUarterly data do not exist, and so the indices refer to the 
whole of 1951. Quarterly indices would be lower. 

In the first three cycles there was a significant reduction of the 
difference between the maximum and minimum annual growth. 
That means that a tendency toward economic stabilization was at 
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work. At the same time, the efficiency of investment was significantly 
improved and the rate of growth of the whole economy (excluding 
agriculture) increased. (~ Three conclusions are to a certain de-

- gree relevant to the discussion of centralization and decentraliza
tion. It was shown that decentralization entails both more effi
cient economic activity and a faster rate of growth, along with 
more stable expansion of prOduction and, as will be seen later, 
more stable prices. 

That positive trend unqerwent a reversal :in the fourth cycle: 
the instability of the economy aga:in began to increase, the rate of 
growth fell, and the increase of efficiency in investment slowed 
down or stopped. (10) Is this a matter of random phenomena? Be
fore we attempt to answer that question we will consider in detail 
what happened to the rates of growth in the first four industrial 
cycles. Table 5.3 presents the data for analysis. 

Table 5.3 

Rate of Growth of Industrial Production by Cycles 

Index of Annual 
Indices of production rate of 
moving av- growth Duration growth 
erages, bas e within of cycles within 
1/1952=100 cycles in years cycles 

Cycle I: ill/1949 113* 100 
ill/1955 163 144 6 6.3% 

Cycle II: ill/1955 163 100 
II/1958 224 138 2.75 12.3% 

Cycle ill: II/1958 224 100 
IV/1960 306 137 2.50 13.3% 

Cycle IV: IV /1960 306 100 
1/1965 477 156 4.25 11.0% 

*An annual index on the basis of the first quarter of 1952 = 100 
is used; the average for 1952 is 111. 

. Source: Indeks, 1952-1965, monthly indices. 
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In order to eliminate seasonal influences, the indices are cal
culated on the basis of 4-quarter moving averages centered on the 
beginning and end of the cycle. It is notable, first of all, that pro
duction within cycles increases in rather narrow intervals, be
tween 37% and 56%. That means that in the last 15 years we had 
discontinuous development in segments of 50% increase in each. 
If that tendency continues, then we shall have the next cycle when 
current production increases by 50%. The rate of. growth will de
termine when that happens. Longer cycles attain greater growth 
of production within cycles, but along with a lower rate of gz:owth. 
This agrees with our general knowledge of the empirical charac
teristics of the economy, and therefore we can conSider that phe
nomenon to be an expression of economic laws. 

There is one more regularity that emerges. It is not probable 
that the rate of growth in the present, fifth cycle will be greater 
than that in the preceding one. Subsequent analysis will indicate 
the possibility - insofar as the stabilization of the economy at a 
low rate of growth continues - that the fifth cycle will be longer, 
and will have a lower rate of growth, than the fourth cycle. If that 
happens, and we then connect on the graph the average growth 
rates through the cycles with one line, we shall obtain a longer 
wave that may last about 16 years or longer. 

What has been said is possible but not necessary. I believe that 
in a planned economy there cannot be erratic necessities and that 
when once a correct diagnosis is drawn up, there always exists in 
principle the possibility of conscious correction and control. By 
the same token it is improbable that the slowing down in the fourth 
cycle is the product of chance. In fact, that slowing down of the 
economy as a whole is still greater than is shown by the data for 
industry, for in the same period there was an abrupt deceleration 
of agricultural expansion. On the basis of the available informa
tion, the follOwing hypothesis may be posited: the complexity of 
the Yugoslav economy outgrew the framework of practical and ad
ministratively encumbered techniques that guided it. Economic 
theory, general economic organization, and the preparedness of 
the administrative apparatus appear to lag behind the needs of our 
economic development. Insofar as this hypothesis is correct, and 
we will have to return to it again, then it is clear that conclusions 
follow concerning the actions that must be taken to avoid huge eco
nomic losses in the future. It is worthwhile to have in mind that 
the social product (excluding agriculture) now amounts to about 
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7,200 billion old dinars annually. Every lost percent of increase 
of the social product represents a value of 72 billion. If the dif
ference between the maximum and minimum annual growth rates 
increases by 10, as is the case in the fourth cycle in relation to 
the third, that means that the losses in unattained production have 
increased by 720 billion dinars annually. In comparison with that 
sum, all the savings in government budgets, however desirable _ 
in the reduction of costs of administration, but not in the organi
zation of cultural, educational, scientific and medical develop
ment to which, by the logic of Circumstances, it is often related _ 
appear to have rather second-order Significance. The main re
serves of the Yugoslav economy probably lie in another sector. (11) 

5.3 Investment Cycles 

Investment plays a significant role in theoretical explanations 
of the functioning of the cyclical mechanism. Unfortunately, our 
statistical service does not follow real investment quarterly, and 
does not even have reliable estimates of investment in constant 
prices for the preceding year. The available data on total annual 
real gross investment are juxtaposed in Graph 5.4 with the analo
gous data for construction and industrial production. It is evident 
that the movements of gross investment and construction corre
spond well, and also that gross investment fluctuates with much 
greater amplitudes than industrial production. These findings are 
not surprising when one bears in mind that construction activity 
comprises the greater share of investment. However, as the in
vestment and production cycles correspond, investment policy _ 
or its absence - represents one of the significant factors of in
stability in the Yugoslav economy. 

Further information on investment cycles is presented in Graph 
5.5, in which investment in equipment is apprOximated by produc
tion of maChines, and investment in construction by effective work
ing hours in construction. Money expenditures for investment in 
fixed capital are also drawn on the graph. It can be seen that the 
turning points of those expenditures correspond with total invest
ment and investment in machinery and construction. All indices 
are calculated on the basis of 4-quarter mOVing averages, and all 
the movements turn out to be rather regular. Table 5.4 gives the 
baSic data for comparative analysis. 

First of all, it can be seen that the turning points of machinery 
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production lag, especially at the peaks, whereas construction ac
tivity corresponds with the turning points of industry. Therefore, 
the rather useful conclusion can be drawn that irivestment does not 
interrupt the flow of production; on the contrary, acceleration or 
retardation in production leads to interruption of investment ac
tivity. That is a very important finding, for it shows that the usu
al theory of the accelerator is not applicable to the Yugoslav econ-
0my. On the average, almost two entire quarters after retardation 
of industrial expansion has begun, the machinery industry further 
accelerates the growth of its production. Accordingly, machinery 
production has until now acted as a stabilizing factor, contrary to 
the experience of other market economies, where it is a marked 
destabilizer. That phenomenon can be explained by the chronic 
hunger for investment in an economy in which there is complete 
faith in rapid and long-term economic expansion. 

The synchronization of construction cycles with the others is 
suddenly interrupted in 1966, when an upward turning point is 
reached in construction long before the turning point is attained in 
industry or machinery production. That unexpected leap in con
struction might be accidental, but we can explain it. This is one 
of the possible explanations. Since in all other cases the down
turn in construction and industry is synchronized, the turning 
point of the construction path in 1966 signalled that the time had 
also arrived for the turning point in industrial production. That 
conclusion is strengthened by the fact that at the same time there 
was a sharp increase of investment expenditures for fixed capital 
in the economy as a whole and in the commodity-producing sector. 
That the turning point in industry did not arrive, however, is ex
plained by some new factors - factors of economic policy - which
were not present in earlier cycles. Because of these factors, a 
year later there was again a reduction of investment expenditures. 
In the present phase of our research it is not yet possible to ver
ify this hypothesis. But since it is a very important question, it 
will be necessary to work it out more fundamentally later. 

The indices at the turning points and the line on Graph 5.5 show 
that industry and machinery production expand at approximately 
the same tempo, while construction develops more slowly. But 
construction has significantly greater amplitudes than the other 
two activities. Construction is, as we have already emphasized, 
a marked factor of instability in our economy. In the first two cy
cles the amplitudes of the activities concerned were reduced, and 

63 



after that they increased. The instability of machinery production, 
whose amplitudes at first were less and later were greater than 
those of industry, especially increased. All this corresponds to 
the earlier observation that the acceleration of growth before 1960 
was accompanied by a decrease in the instability of our economy, 
and that instability increased with the retardation of growth after 
that year. Since, as we shall later see, the instability of the econ
omy is positively correlated with the rate of growth, the observed 
phenomenon can by no means be considered normal or regular. 

The hypothesis may be posited that the discontinuity in 1960 
came because of changes in institutional factors or, perhaps more 
precisely, because of unsatisfactory and inadequate changes in in
stitutional factors. Investigation of this hypothesis is beyond the 
framework of this study. Therefore we shall content ourselves 
with an impression that was stated earlier, and which is deduced 
from the following. After workers' self-management was insti
tuted in 1950-1952, there was an exceptionally rapid economic ex
pansion in the period 1952-1960 - in fact, the fastest in the world 
at that time. In those eight years total production doubled and in
dustrial production almost tripled. If we extend the relevant peri
od another four years - to 1964 - then total production tripled 
and industrial production increased by more than four times. In 
the increase of the volume of production in that short period was 
compressed several decades of earlier development. However, 
the institutional foundation did not develop at the rate required by 
the overflowing of productive power, and this led to a gap between 
the needs of the economy and social organization (the knowledge 
and preparedness of social organizations to satisfy those needs). 
Almost overnight we found ourselves in a relatively developed 
economy, but with the organization, knowledge, mentality, and 
habits of a backward economy. The neglect of scientific work, the 
unwillingness of the state apparatus to rely upon scientific re
search, and the disregard of political bodies for the creation of 
conditions for scientific research are some of the reasons why 
the inherent possibilities of our society have not been utilized. 
The consequence is that the accurate prediction of economic move
ments is rapidly reduced and the economy evades conscious social 
control. That is especially pronounced in industry, where devia
tions from planning forecasts in the period 1961-1964 already in
creased two-and-a-half times in relation to the period 1957-
1960. (12) And thus we had a long-term retardation of growth 
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after 1960 and a failure of two reforms that were undertaken at the 
time precisely in order to adjust the institutional superstructure 
to the material base. 

Notes 

1) It is of interest to note that in this case the first methodolog
ical doubt was expressed in a creative period of Soviet economic 
theory that was terminated at the end of the 1920s by the brutal 
repressions of Stalin. Thus, E. A. Preobrazhensky wrote in 1924 
about the economic crises in the NEP period (see Z. Baletic, 
Marksisticka teorija ekonomskih kriza [Zagreb: Naprijed, 1965], 
p. 216). However, contemporary Soviet economists, for example, 
S. Khavina, consider that business cycles in socialist countries 
are a figment of bourgeois ideology, for "socialism does not know 
of antagonistic contradictions." Khavina then presents data on an
nual growth rates of Soviet industry, from which it may be seen 
that before World War IT the cycles were five-year periods, and 
after the war, from 1952 on, the tempo of industrial expansion con
tinually slowed down. Instead of analysis, these data drew the com
ment that it is a matter of "concrete historical conditions of eco
nomic development" ("IzmiSljotine 0 'krizama' i 'ciklusima' u so
cialistickoj privredi," Ekonomiceskie nauki, 1967, No. 2, pp. 65-
67). . 

2) Total production is more difficult to forecast because of ex
ternally conditioned fluctuations of agricultural production, which 
still accounts for more than one-fourth of the total social product. 

3) For the economy as a Whole, the highest growth of the decade 
was planned (16.2%), but a rate of 4.3% was attained, or three-and
a-half times lower. See B. Horvat et al., Uzroci i karakteristike 
privrednih kretanja u 1961. i 1962. godine. SZPP, DAM (Belgrade, 
1962), pp. 29-32. 

4) It is of interest to note that the same Planning Bureau at that 
time rejected the proposal of a scientific institute that it investi
gate and analyze the implementation of plans in Yugoslavia. The 
BUreau explained in writing that it "considers that the study would 
not be able to show anything of great importance that is not al
ready known." 

5) In mathematical jargon it may be said that the new phenom
ena demand that instead of functions their (logarithmic) deriva
tions be studied. 

65 



6) Postwar business cycles in ten European countries and the 
USA have durations extending from 16 quarters in Belgium to 21 
quarters in Austria, with an arithmetic average of 18.3 quarters 
or 4-1/2 years for all eleven countries (see A. Maddison, Econom
ic Growth in the West [New York: The Twentieth Century Fund, 
1964], p. 48). 

7) See "Optimalna stopa investiranja," in B. Horvat, Ekonomska 
teorija planske privrede (Belgrade: Kultura, 1961). 

8) It is necessary, however, to mention that in planning there 
existed a systematic tendency to neglect the development of pro-
duction of construction materials. . 

9) This question is emphasized in the so-called "Yellow Book" 
(see Uzorci i karakteristike, op. cit., pp. 1-9). 
10) We shall measure the efficiency of investment by production 

coefficients (the social product in the course of the year in rela
tion to fixed capital at the beginning of the year). The production 
coefficient of the economy, excluding agriculture, increased from 
0.11 in 1952 to 0.18 in 1960, or by 64%. In the following three years, 
for which data exist, the efficiency of investment stagnated 
with coefficients of 0.18, 0.18, and 0.19. The data are from the 
study by P. Sicherl, Osnovna sredstva kao faktor privrednog rasta 
i planiranja, Yugoslav Institute of Economic Studies. 

11) Anticipating a comparative analysis in a later chapter, here 
we can caution that business cycles are not specific to Yugoslavia, 
but appear in all socialist countries. The Czechoslovak economist 
Jozef Goldmann studied economic movements in Czechoslovakia, 
East Germany, Poland and Hungary on the basis of annual data for 
the period 1950-1964, and he established industrial production and 
investment oscillations with a duration of 7 -9 years. "Fluctuations 
in the rate of growth," reasoned Goldmann, "differ in principle 
from cyclical development in capitalism .•. the business cycle fol
lows necessarily from the very essence of the capitalist system 
and can be reduced only by state intervention. On the other hand, 
fluctuations in the rate of growth are not inherent in the socialist 
system, but those fluctuations occur because of insufficient knowl
edge of the economic laws of socialism and inadequacies in their 
application." See "Fluctuations and Trend in the Rate of Econom
ic Growth in Some Socialist Countries," Economics of Planning, 
1964, No. 2, pp. 89-90, 94. 

12) M. Ostracanin, "Analiza izvrsavanja drustvenih planova," in
ternal paper of the Yugoslav Institute of Economic Studies. 
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Chapter 6 

AGRICULTURAL CYCLES AND THE 
INFLUENCE OF AGRICULTURE 

In addition to construction (and investment as a whole), agricul
ture is another sector with extreme oscillations and thus repre
sents an exceptionally serious factor of economic instability. Let 
us consider the measured characteristics of agricultural cycles. 

Table 6.1 

Agricultural Cycles 1948-1964 

Annual Index of Change 
Year Trough Peak Difference 

Cycle I 1950 75 
1951 143 68 

Cycle IT 1952 69 
1953 144 75 

Cycle ID 1954 89 
1955 125 36 

Cycle IV 1956 83 
1957 145 62 

Cycle V 1958 89 
1959 131 42 

Cycle VI 1960 90 
1963 110 20 

Cycle VIT 1965 91 
1966 116 25 
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Table 6.1 will be very interesting for astrologers and useful for 
the student who must remember the data: the troughs of agricul- . 
tural cycles fall in even years and the peaks in uneven years. The 
first five cycles were uniformly two-year cycles. In the sixth 
there was a great change: the length of the cycle doubled. Is that 
a random phenomenon? Probably not. The sixth cycle is different 
not only in the length of the cycle but in amplitude, which is sig
nificantly less. At the beginning of the period in productive years 
agricultural production happened to be one-and-a-half times great
er than in bad years. However, these differences show a ten:dency 
to decrease, especially in the last two cycles. The modernization 
of agricultural production (contemporary technology and orienta
tion toward stock-raising) probably contributed to that, at least 
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partially. Moreover, the share of agriculture in national income 
(in current prices) fell from 35% in the first cycle to 26% in the 
sixth. Taking both facts into consideration, it follows that, in the 
future, economic policy can count on a strong factor of instability 
having been brought under. control. However, it is also necessary 
to bear in mind that the troughs of the cycles were raised less 
than the peaks were lowered, which means that there had been a 
retardation of the growth of agricultural production. 

Since in the period 1949-1965 there were six agricultural cycles 
and a total of four industrial cycles, they are obviously not syn
chronized. Accordingly, the influence of agriculture on the indus
trial cycle is neither decisive nor entirely simple. Agriculture 
can influence economic movements in three ways: (1) by the supply 
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of raw materials for other sectors; (2) by changes in the purchas
ing power of farmers; and (3) by the effect on the external balance 
of trade. Where the first effect is concerned, about 90% of all con
signments of agricultural raw materials are absorbed by four in
dustries: textiles, leather and footwear, food processing, and to
bacco manufacturing. (1) Those four industries created about one
fourth of the social product of industry in the last ten years. How
ever, the textile and leather industries can also produce with im
ported raw materials. There remain the food processing and to
bacco industries, which are mainly oriented toward domestic raw 
materials and produce about 10% of the industrial social product. 
Therefore, the direct influence of agricultural fluctuations on in
dustry will be relatively small and they do not contribute much to 
the explanation of the industrial fluctuations on Graph 6.l. 

Prices move in reverse to agricultural production (Graph 10.4), 
offsetting fluctuations in the purchasing power of farmers. Re
maining fluctuations are transmitted first of all to the production 
and prices of consumer goods and services. Growing (falling) de
mand leads to an expansion (contraction) of production, and the 
latter again to an increase (decrease) of imports and decrease 
(increase) of exports. Thus we have arrived at the external mar
ket effects which, it appears, are the most significant. It is worth
while to survey certain compensatory movements. A good har
vest reduces imports of food, but at the same time it increases 
raw materials and final goods imports for satisfaction of the 
increased purchasing power of farmers. The reverse is true when 
the harvest is poor. But even in spite of those compensations, the 
net effect on the balance of payments is great and must be analyzed. 

It appears most natural to assume that a bad harvest in one year 
will lead to large net imports of agricultural products in the suc
ceeding year and, along with that, an increase in the balance of 
payments deficit. Similarly, good harvests will eliminate net im
ports of agricultural products and contribute to a reduction in the 
balance of payments deficit. Table 6.2 shows that this assumption 
is correct only for the first three agricultural cycles, when the 
maxima and minima of the balance of payments deficit correspond 
with the peaks and troughs of agricultural fluctuations with a natu
ral lag of one year. However, in the last three cycles that rela
tionship does not exist. The discontinuity begins in 1958. (2) Un
productive years come nearer to productive ones. AgriculhIral 
production increased so much that it covers domestic needs, and 
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Table 6.2 

Fluctuations of Agricultural Production and the 
Balance of Payments Deficit 

Net Im-
Deficit in ports of 

Annual Share of Agricul- Balance Agricul-

Index of tural Production of Pay- tural 

Agricul- in Total ments Products 

tural Pro- Imports Exports \ (billion dinars, 

Year* duction % % $1= 300 d.) 

Peaks of Agricultural Cycles 

1951/1952 143 24 38 37 -1 

1953/1954 144 28 30 32 6 

1955/1956 125 32 27 33 20 

1957/1958 145 17 28 51 -1 

1959/1960 131 9 23 57 -16 

1963/1964 110 14 20 71 2 

Troughs of Agricultural Cycles 

1952/1953 69 30 21 66 24 

1954/1955 89 29 24 51 20 

1956/1957 83 23 24 59 16 

1958/1959 89 19 22 47 9 

1960/1961 90 14 23 80 -1 

1965/1966 91 15 17 8 

*The first year in each pair refers to the index of agricultural 
production, and the second to all other data. 

Sources: SZS, Jugoslavija 1945-1946, pp. 86,97. 
SZS, Statisticki Godisnjak Jugoslavija, 1967, pp. 131, 208. 

in good years results in net surpluses. Since the balance of pay
ments deficit increased still further along with the expansions in 
1961 and 1964, the reasons for it must be sought in the cycles and 
structure of industrial production. It is necessary to examine this 

indication in more detail later. 
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Notes 

1) SZS, Medjusobni ~dnosi privrednih delatnosti Jugoslavije u 
1962. godini (Belgrade, 1966). 

2) The eternal balance of trade, with a usuallag of one year, re
flects the situation on the internal market. "UntU1957," states 
V. Stipetic, "consumpti_on of food products increased more rapidly 
than agricultural production. That was especially the case with 
nourishment in the village after the abolition of compulsory de
liVeries" (Jugoslovensko trziste poljobprivrednih proizvoda, Zadr. 
Knj. Belgrade, 64, p. 78). 
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Chapter 7 

REGIONAL CYCLES 

Because of very uneven development in the territory of Yugo
slavia - per capita social product is five times less in Kosmet 
than in Slovenia - and very uneven distribution of productive pow
er, it will be useful to briefly examine regional differences in eco
nomic fluctuations. First we shall consider the summary picture 
of regional differences given in Table 7.1. 

Seven Yugoslav regions are classified in three groups: underde
veloped regions, developed regions, and Serbia proper,* whose 
per capita production corresponds to the Yugoslav average. The 
developed regions have 40% of the population, and they produce 
53% of total production. Given the proclaimed goal of economic 
policy to reduce the differences in degree of development, one 
would have to expect that the rate of growth would increase with 
the degree of underdevelopment. The table shows that this goal 
was achieved only in the developed group for the economy as a 
whole, as well as for industry and agriculture. There were no 
such regular movements in the underdeveloped regions. More
over, in the course of the 13 years under consideration, the pro
ductive position of the entire underdeveloped area worsened. That 
occurred because of the relatively slow development of Kosmet 
and Bosnia-Herzegovina. In Kosmet, development was very slow 
at the beginning of the period and accelerated later. In Bosnia
Herzegovina the movements were the reverse: the rate of growth 
constantly fell from a relatively high value at the beginning of the 
period. In both cases the average development was slow. The 

*Serbia proper is the Republic of Serbia excluding the autono
mous provinces of Kosovo-Metohija (Kosmet) and Vojvodina. 
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Per. Capita Social Product and the Rate of 
(based on stable 

Per Capita Economy 
Social Prod- Rate of 
uct in 1,000 Growth Percent Share in 
Old Dinars % 1952 1965 

Kosovo-Metohija 81 8.2 
Macedonia 136 9.6 
Bosnia -Herzegovina 154 8.2 
Montenegro 164 11.2 

Underdeveloped 
regions 139 8.8 22.8 22.4 

Serbia proper 208 9.2 23.8 24.8 
Vojvodina 222 9.8 
Croatia 256 8.7 
Slovenia 410 8.5 

Developed regions 280 8.8 53.4 52.8 
Yugoslavia 213 8.9 100.0 100.0 

'Source: Statisticki Godisnjak-Jugoslavia (1967), pp. 326, 355. 

relative position of the underdeveloped regions worsens more per
ceptibly when population indices are considered, for the growth of 
population in that area is twice as fast as in the developed regions. 

It is of interest to observe that, contrary to expectations, the 
shares of agriculture in the social product are not much different 
in the underdeveloped and developed regions (28.5% and 25.7% in 
1952, 17.1 % and 16.8% in 1965). Accordingly, the eventual greater 
instability of production cannot be attributed to a greater share of 
agriculture. 

Since quarterly data exist only for industrial production, we shall 
carry out a comparative analysis of cyclical movements only for in
dustrial production. And there too, because of lack of data, we shall 
. have to omit Kosmet from the group of underdeveloped regions and 
Vojvodina from the developed group. The underdeveloped regions 
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Growth of SoCial Product by Regions, 1952-1965 
- 1960 prices) 

Table 7.1 

Industry Agriculture 

Rate of Rate of 

Growth Percent Share in Growth Percent Share in 

% 1952 1965 % 1952 1965 

10.1 5.2 

14.2 5.7 

12.9 4.0 

20.8 3.5 

13.3 19.9 23.2 4.6 23.7 22.1 

13.7 19.3 23.3 5.3 26.7 27.3 

13.8 6.8 

10.9 5.0 

9.9 3.5 

10.9 60.8 53.5 5.3 49.6 50.6 

12.0 100.0 100.0 5.1 100.0 100.0 

thus determined (Macedonia, Bosnia-Herzegovina and Montenegro) 
accounted for 21 % of the total industrial output of the country in 
1965, while the developed regions (Croatia and Slovenia) acco~nted 
for 45%. The movements are shown on Graph 7.1, and the baslC 
measured characteristics are given in Table 7.2. Aggregation 
from the original data is carried out so that unweighted arithmetic 
averages of chain indices are used. 

It can be seen from the table that the amplitudes of industrial 
fluctuations in the underdeyeloped regions are significantly great
er than in the developed ones, and the graph shows that the path of 
the chain indices has a much more irregular shape for underde
veloped regions. It follows from both facts that the instability of 
industrial production is significantly greater in the underdeveloped 
regions than in the developed regions. The oscillations are also 
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Measured Characteristics of Industrial Cycles 

Turning Points Indices 

,I Developed I~nderdevel-
Yugoslavia Regions oped ~egions Yugoslavia 

Peak 1/1955 1/1955 1/1955 130 
Trough 1/1956 1/1956 1/1956 103 

Peak 1/1957 1/1957 1/1958 121 
Trough m/1958 m/1958 1/1959 107. 

Peak 11/1960 11/1960 11/1960 118 
Trough 1/1962 IV/1961 11/1962 104 

Peak 1/1964 1/1964 1/1964 119 
Trough m/1967* m/1967* 1/1967* 99* 

*Forecast of turning point. 

greater in agricultural production, for which there exist only annual 
data. (1) Thus, the entire economy of the underdeveloped regions 
is mo~ unstable than the economy of the developed regions and 
demands special attention on the part of agencies concerned with 
economic policy. 

The increase of general industrial instability from 1960 on that 
was observed earlier can now be explained by the increase of in
stability in underdeveloped regions (in the developed regions the 
amplitudes of fluctuations decrease up to the last peak as can be 
seen in Table 7.2). That holds especially for the period beginning 
with the implementation of the last reforms. In the entire earlier 
period the path of the index of growth of the underdeveloped regions 
lies above the path of the developed regions (see Graph 7.1). How
ever, in the middle of 1966 the rate of industrial expansion of the 
underdeveloped regions fell below the rate of the developed regions, 
and in 1967 there was even an absolute decline in industrial pro
duction. 

Except in the second cycle, the turning points of the developed 
and underdeveloped regions coincide with the turning points of in
dustrial production as a whole. Accordingly, the industrial cycles 
are synchronized in all regions of Yugoslavia. The exceptional oc
currence in the second of the mentioned cycles, i.e., in 1958, was 
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Table 7.2 

at Turning Points 
Developed Underdevel-

o edRe ons ons 
151 

98 102 27 30 49 

121 130 18 23 28 
104 113 14 17 17 

118 124 11 14 11 
105 107 14 13 17 

116 125 15 11 18 
100* 96* 20* 16* 29* 

that a sharp acceleration of production took place in the underde
veloped regions just at the time when the retardation of production 
in the developed regions deepened. And that is precisely the rea
son for the exceptionally mild recession in 1958. 

Note 

1) See the monograph by M. Bazler, Klasifikacija jugoslavenskih 
podrucja po stepenu privredne razvijenosti, Yugoslav Institute of 
Economic Studies, Belgrade (1968). That monograph deals with 
regional cycles in much greater detail. 
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Chapter 8 

REGULARITIES IN THE TREND OF LABOR PRODUCTIVITY 

Economic stability depends upon stability of prices, among other 
things. But price stability is to a significant degree conditioned 
by the increase in efficiency of economic activity. Thus we arrive 
at the problem of productivity of labor and the efficiency of capi
tal. In addition, the cyclical movements of the economy make pos
sible empirical verification of a wi~ely circulated hypothesis re
lated to labor productivity. 

''With a given volume of employment, the growth of labor pro
ductivity results in an increase of production. In addition, the 
growth of productivity of labor always represents a positive phe
nomenon. Now, when the volume of employment changes, statisti
cal data do not always show unambiguously whether the causal 
connection is that production grows because of increased labor 
productivity or, conversely, productivity of labor - which repre
sents the ratio of production to employment - grows because pro
duction can increase faster than employment. Establishing an ap
proach to the causative conditions in this case is of great impor
tance for the formulation of economic policy. Insofar as the pro
cess begins with an increase in the productivity of labor, then it 
is a matter first of all of utilizing the internal reserves of eco
nomic organizations. Insofar as the predominant influence is ful
fillment of the possibilities of increasing production, then the 
Archimedean lever must be sought in the organization of the econ
omyas a whole and, in general, in the institutional framework of 
production." Five years have elapsed since this was written in the 
"Yellow Book" (Zuta Knjiga) (!), and this permits the positions 
brought out there to be more strongly substantiated empirically. 

In the meantime, the daily press and official materials appear 
to have made the following three positions one of the maxims of 
economic policy: 
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1) rapid growth of labor productivity is the precondition for in
clusion in the international market, i.e., for increased exports; 

2) rapid growth of labor productivity - i.e., a greater con-
- tribution to production from increased productivity than from in

creased employment - is the precondition for greater expansion 
of production; 

3) in order to attain goals (1) and (2) it is necessary to reduce 
the present rate of employment growth. 

The question arises as to whether that three-point maxim is 
correct. 

As far as point (1) is concerned, Ricardo has already shown that 
it is mistaken. Inclusion in the international market does not de
pend upon absolute productivity - on that score the underdeveloped 
countries would have no chance whatever - but on relative pro
ductivity which, in the theory of international trade, is known as 
"comparative advantage." In addition to comparative advantage, 
the exportability of products, which again depends upon the struc
ture "and expansion of world demand for imports, plays a key role. 

It is also a mistake to believe that an increase of the share of 
labor productivity growth in the increase of production in relation 
to the share of increased employment is, in itself, positive. In 
slowly growing economies, such as the British, the share of pro
ductivity of labor is greater than in Yugoslavia, but the rate of 
economic growth is several times lower. Also, in developed coun
tries that have exhausted their reservoirs of labor from agricul
ture, the contribution of productivity is greater. In fact it is only 
for such economies that there is validity to the conclusion that 
there is an identity between rapid increases in labor productivity 
in nonagricultural sectors an,d the general rate of economic growth. 
In underdeveloped economies with large reserves of labor, the 
contribution to production of new employment will be greater. 
There is not only nothing bad in that, but on the contrary it rep
resents the rational way to maximize the increase of social pro
duction. The expansion of production will in fact be maximal only 
if the growth of labor productivity is also sufficiently high. What 
the relative contributions of productivity and employment will be 
is entirely irrelevant: they are not determinants of growth; they 
are determined by growth. The faster the rate of economic devel
opment, the faster the reserves of labor will be exhausted and the 
faster the proportions will change in favor of productivity of labor. 

Points (2) and (3), moreover, represent empirical propositions. 
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Insofar as they are correct, then a rapid growth of labor produc
tivity will be accompanied by relatively little employment growth, 
and vice versa. What do statistical data show concerning that? 

Table 8.1 aggregates years in which the growth of labor produc
tivity was above the average (Group I) and those in which it was 
below the average (Group II), considered in relation to what hap-

. pened to employment. The result obtained is that in years of high 
gains in production, industry employed 10% more workers than in 
years of low gains. The tendencies are similar in the economy as 
a whole (measured by the social product, agriculture exclu~ed), 
but they are not as pronounced. Accordingly, empirical verifica
tion turned out negative, and our maxim must be turned about so 
that it reads: the faster the growth of production, the faster will 
be the growth of labor productivity, even if a great many new work
ers are employed. 

The accuracy of this conclusion can be seen clearly especially 
if we group the data according to maximum and minimum growth 
of production, i.e., according to the peaks and troughs of our 
graphs. In addition, the conclusion is accurate not only for labor 
productivity, but holds also for efficiency of use of capital. We 
will measure that efficiency by the marginal production coefficient, 
Le., the ratio of the increase of the social product to the increase 
of fixed capital (Do P / Do K). 

Table 8.1 

Growth of Productivity of Labor and Employment in 
Years withAbove-Average (I) and Below-Average (IT) 

Increase in Labor Productivity 

Average Annual 
Index of Labor 
Productivity 

Average Annual 
Employment 

(in thousands) 
Industry* 107 

103 
66 
60 

Economy, ex- I c 107 129 
cluding agri- ITd 101 122 
culture** 
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*Period 1952-1965 a 1953, 1957, 1959, 1960, 1963, 1964. 
b 1954, 1955, 1956, 1958, 1961, 1962, 1965. 

**Period 1952-1964 c 1956, 1957, 1959, 1960, 1963, 1964. 
d 1953, 1954, 1955, 1958, 1961, 1962. 

Table 8.2 

Growth of Productivity of Labor and Efficiency of 
Capital in Years of Maximum and Minimum Growth 

of Production 

Average Ave:'age 

Industry: 

Economy, ex
cluding agri-

peaks a 
troughs b 

Annual Average 
Index of Annual 
Growth Increase 
of Pro- in Em-
ductivity ployment 

106 81 
103 50 

Annual 
Average Index of 
Annual Growth 

DoP of Fixed 
DoK Capital 

0.75 108 
0.47 108 

culture: peaks a 106 167 0.71 106 
troughs b 103 88 0.35 106 

a) 1955, 1957, 1960, 1964; for fixed capital, excluding 1964 for 
lack of data. 
b) 1956, 1958, 1962. 

At the peaks of the cycles the economy employed almost twice 
as many new workers as at the troughs and, at the same time, at
tained twice as high a growth rate of labor productivity. Since 
fixed capital is not as mobile as the labor force - investment ac
tivity must be completed once it has begun - it expanded at equal 
rates at the peaks and troughs. Consequently, the efficiency of its 
utilization depends first of all on the variation of the social prod
uct. It can be seen that the marginal production coefficients are 
twice as high at the peaks than at the troughs. In both cases the 
differences are extreme: a high rate of growth means high pro
ductivity and efficiency as well, while a low rate of growth re
duces both. 

Since there are quarterly data for employment, it is possible 
for us to consider cycles of employment and labor productivity in 
more detail. Graph 8.1 presents the necessary data. One can see, 
first of all, that there is a close connection in industry between 
movements of employment and movements of production: when 
production grows, employment also grows. The maximum value 
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Graph 8.1 Cycles of Industrial Production, 
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of the coefficient of correlation r = 0.54 is obtained when a lag of 
one quarter is assumed. This means that the cycle of employ
ment lags behind the cycle of production by about one quarter, 
which is also evident on the graph. The lag of employment behind 
production at the peaks of the cycles can be explained by the op
timism of enterprises that the upswing will continue, while at the 
troughs it is caused by depressive pessimism and accumulated 
excess labor force, which must be utilized first by an increase 
of production. 

Since the index of labor productivity is obtained as the c<?effi
cient of the index of production and the index of employment, the 
growth of labor productivity is narrowly correlated with the 
growth of production (r =0.66, period I/1953-ll/1955). In this 
case there is no lag, but all the peaks except one and all the 
troughs correspond. At the peaks the productivity of labor grows 
9-14%, and at the troughs it falls by 0-6%. The variations are, 
naturally, Significantly greater than with annual data, and they 
persuasively demonstrate the thesis that an expansion of produc
tion not only increases employment but accelerates the growth of 
productivity of labor as well. If we possessed quarterly data for 
fixed capital, we would undoubtedly obtain the same picture of the 
movement of efficiency of investment in relation to the utilization 
of fixed capital. We shall see later that acceleration of produc
tion also reduces the volume of inventories in the production unit. 
Thus, acceleration of production enhances the general efficiency 
of economic activity, and retardation reduces it. 

However, the problem is more complicated than the analysis 
up to now has indicated, and therefore to avoid misunderstanding 
it may be necessary to point out still other aspects. Industrial
ization means, among other things, the transfer of labor force 
from the village to the city. Historically there have been two types 
of such transfer. Capitalist transfer - with the pushing of the 
peasants off the land by force or by economic differentiation -
created slums and an army of unemployed whose pressure kept 
wages low, and industrialization was carried out from the in
creased profits. In our century that process of agrarian differ
entiation and depopulation in the developed countries is mitigated 
and slowed by state subsidization of small farms. The second 
type of transfer was carried out in the Soviet Union, where col
lectivization was completed by administrative measures and 
where the flow of labor to the city was checked by administrative 
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measures. In this connection it is of interest to cite a study by 
Rudolf Bicanic, in which he takes as the end of a characteristic 
phase of development a year in which the active agricultural pop
ulation fell absolutely. The Soviet Union reached that turnabout in 
1956, with 41 % of the active population in agriculture. In Yugo
slavia the turnabout already occurred in 1948, when two-thirds of 
the active population was still employed in agriculture. (2) in fact 
the Yugoslav turnabout took place with the highest percetrt of agri
cultural population of all countries conSidered, and therefore at 
one of the lowest levels of economic development. 

It is rather obvious that neither of the two mentioned types of 
transfer has any relevance in Yugoslavia. That does not mean, of 
course, that the present rate of employment of the labor force from 

. the village - which, as we have seen, is one of the highest, and 
perhaps even the highest in the world - is necessarily optimal. 
Unqualified workers come from the village; they do not have in
dustrial habits, disturb labor discipline, and do not show interest 
in workers' self-management, especially to the extent that they 
also keep their property; insofar as the peasant is completely pro
letarianized and cast into the city, then an apartment must be built 
for him, and that burdens and otherwise strains investment bal
ances; massive employment growth reduces the potential growth 
of real personal incomes; to the extent that lab or productivity de
pends on the size of personal income, then low income reduces 
not only productivity of labor but also total potential production. 
This customary argument is accompanied by the assertion that 
low productivity prevents integration into the international division 
of labor. Since adequate economic measurements are not carried 
out, it is difficult to say what the quantitative Significance is of the 
effects described in this argument. Therefore, all that can be done 
in this Situation is to present other argumentation, and then experi
ence and intuition are left to determine the relative weight of each 
argument. 

It is undoubtedly true that an inadequately nourished worker 
without adequate housing and with poor education achieves less 
working effectiveness than a worker whose conditions of life are 
better. But it does not follow necessarily that greater personal in
come also means greater productivity. Adequate education, ration
al housing construction, and workers' nourishment can be effi
Ciently organized even with lower personal income. The conclu
sion concerning income and productivity would follow only if 
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haphazard development were assumed and it were expected that 
every individual would resolve the above problems himself. In a 
planned economy there is no need for such an assumption. Fur
thermore, it is taken as obvious that a high standard in and of it
self means an incentive for increasing the productivity of labor. 
In fact that is not only not obvious, but can be entirely erroneous, 
for it confuses static and dynamic phenomena. Income levelling 
at a high level which does not increase probably represents the 
extreme disincentive situation for an increase in labor productiv
ity. This implies therefore that stimulation depends on th~ follow
ing two elements: income distribution according to work performed, 
and anticipation of rapid and continual increases in the standard 
of living. The first implies a certain spread in income distribu
tion, and the second stands in contrast to the present situation, 
which in no way can be essentially changed. 

Increases in the standards of industrial workers depend, natu
rally, not only on their labor productivity, but on the productivity 
of labor in the entire economy. And there again agriculture is ex
cluded. The growth of agricultural production depends on the de
velopment of socialized farms, but these cannot develop on tiny 
peasant property. Accordingly, the social transformation of agri
culture will progress at the rate by which labor is transferred 
from the village to the city. In addition, because of the big differ
ence between the marginal productivity of labor in the city and the 
village, even the low productivity of the newly-hired in the city 
will still be significantly greater than the opportunity cost that 
arises from their departure from the village, which means that 
general Yugoslav productivity is increased. However, employment 
has both a sociopolitical and a productive aspect. We cannot sep
arate the city from the village. If incomes in the city grow faster 
than those in the village - and they cannot grow fast in the village 
if the collective production structure does not change rapidly -
then inflationary pressures will constantly come from the village 
along with the growth of unemployment of those whom the urban 
standard has drawn from the village. Let us add that the retarda
tion of production during 1965 resulted in registered unemploy
ment of about 300,000 at the beginning of 1966, which represents 
8.8% of the number employed. In all, during 1965, 54,000 people 
were hired. At that rate of hiring, six years would be necessary 
to absorb those who are today registered for employment. How
ever, each year it is also necessary to employ the 110,000 new 
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entrants to the labor force. But in the follOwing year, 1966, not 
only was there not new hiring, but the number eqtployed even fell 
by 84,000. In 1967 the number employed fell still further. 

Doubtless it is correct that the flow from the village dilutes the 
working class in some manner. And probably it is also correct 
that the migration to the city, especially to the f~ctory, repre
sents the best possible School for building socialism. It is a ques
tion, naturally, of scale. Comparing the rate of economic growth 
of Yugoslavia and of other countries, it appears that this scale 
has not been surpassed. Industrial productivity of labor grows 
faster in Yugoslavia than in, for example, France and many other 
countries; the general national productivity is increaSing faster 
in Yugoslavia than in the majority of countries in the world. Fur
thermore, it is true that the large flow of labor force creates very 
serious problems in housing and urbanization. But it is also true 
that the village youth have the same right to a high living standard 
as manual workers and white-collar employees. Community con
struction for their housing has its costs, but at the same time the 
general living standard of the country is raised, which is the pur
pose of overall economic growth. 

Without detailed research and quantification of the effects, it is 
impossible to define ~he optimal economic policy in the area that 
we have just outlined. But some conclUSions are fairly clear. An 
increase - not of labor productivity and of the efficiency of capi
tal utilization - but of the rate of the increase is deSirable, nec
essary, and probably possible. In that respect there are still 
large unutilized reserves in economic organizations. However, 
from the point of view of economic policy the main reserves lie in 
the increase of production, or more preCisely, in the increase in 
the rate of economic expansion. And in that respect the individual 
enterprise is not able to accomplish much. The enterprise can 
plan the dynamics of inventories by the most modern statistical 
technique, but what good will that do if at any moment the delivery 
of materials can be interrupted, if somewhere in the prodUction 
chain someone has not succeeded in bringing about an essential 
import. The experts of an enterprise can faultlessly program an 
optimal plan of production and then, for example, there is a reduc
tion of the supply of electrical energy or the transportation chan
nels are blocked somewhere. The workers' council can very con
scientiously work out a long-range investment and business policy 
and then prices, interest rates, taxes and other instruments are ' 
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changed administratively, so that what appeared very profitable 
becomes unprofitable, and vice versa. The work collective* can, 
like a good householder, set aside substantial funds in the invest
ment account from the personal incomes account, and then the state 
blocks those funds and coercively converts them into long-term de
posits. And when this is how things are, the enterprises are not in
terested in modern statistical methods, or in a thoroughly prepared 
investment program, or in a solid long-run business policy, but 
they respond to bureaucratic demands to the same degree. The po
litical bodies are obviously responsible for the creation of condi
tions for more efficient business activity, and thus for an increase 
in the rate of production. To that theme we will have to return. 

Notes 

1) Uzroci i karakteristike, op. cit., p. 10. 
2) R. Bicanic, "Zaokreti u ekonomskom razvoju i agrarna poli

tika," Ekonomski pregled, 1965, No. 11-12, pp. 739-740. 

*A work collective consists of all the people who earn their liv
ing in a particular enterprise, from the director to the cleaning 
women - Translator. 
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Chapter 9 

INVENTORY CYCLES 

Since the flows of production and consumption cannot be abso
lutely synchronized, the differences that appear are absorbed by 
inventory changes. However, that does not mean that inventories 
only passively absorb shocks that come from imbalances of sup
ply and demand. There is also a reflexive link by which changes 
in inventories influence changes in the production program. In that 
respect various economies react very differently, and even in dia
metrically opposite ways. Thus, a response by the economic sys
tem that involves the formation of inventories can be either a sta
bilizing or a destabilizing reaction. 

9.1 Some Characteristics of Inventory Formation in 
the Yugoslav Economy 

First of all, it is important to observe that in Yugoslavia a huge 
amount of capital is continually tied up in inventories. About one
half of the entire economy's social product is continuously in in
ventories. (!) Furthermore, in the last fifteen years total inven
tories have constantly grown faster than the social product, so 
that the proportion of inventories to social product has increased 
from one-third at the beginning of the 1950s to almost one-half in 
the mid-1960s. In that period about two-thirds of the social prod
uct of industry and almost 100% of the social product of collectiv
ized agriculture and trade lay in inventories. (!) The proportion 
of inventories increased in all economic sectors except in com
munications and construction where, because of the nature of the 
production process, inventories do not play a Significant role. 

The second f?tatement is related to the recorded fact that inven-
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tories are significantly greater :in the Yugoslav economy than :in 
many other countries. This indicates def:inite :inefficiency :in eco
nomic activity. S:ince comparable data on inventories :in various 
countries are very scarce, it is difficult to set forth any reasoned 
hypothesis on the determ:inants of the size of inventories :in na
tional economies that would enable us to judge the Yugoslav situ
ation. It appears that the size of inventories depends upon the 
following circumstances. 

1) Underdeveloped countries have larger :inventories than the 
developed ones. That is partly true because of a greater s~re 
of agriculture :in the production of those countries, and agricul
ture has larger inventories than other productive sectors. But it 
appears that this holds for each productive sector separately. 
Thus Madzar shows that the coefficient of :inventory turnover :in 
India is 50% lower than :in Yugoslavia. The same holds also for 
individual phases of development of one and the same country. 
Thus :in the USA the proportion of inventories to :industrial pro
duction fell 25% from 1920-1929 to 1947 -1954 (3) (industrial in
ventories amounted to 49% before the war, and in 1960 to 39% of 
the social product of :industry, exclud:ing :indirect bus:iness taxes). 
(4) By way of explanation, one can say that less developed econ
;-mies are more primitively organized, channels of supply do not 
function reliably, and the enterprise must :insure itself by main
taining large :inventories. (~) 

2) Centrally planned economies have larger :inventories than 
market economies. Accord:ing to the data of the American econo
mist Campbell, Soviet :industrial inventories are twice as large as 
the American. Accord:ing to the data of the Soviet economist 
Bunich, the difference is less but still Significant. Bunich's data 
for Czechoslovakia and East Germany show the same picture. 
Madzar's estimate :indicates that Yugoslav inventories are some
what smaller than those of centrally planned economies, but sig
nificantly larger than in market economies. Because the data are 
not precise, it can probably be assumed that the Yugoslav econ
omy, accord:ing to its performance, belongs :in the centrally 
planned group. The explanation as to why centrally planned econ-
0mies require larger inventories is fairly obvious. In those econ
omies the enterprises have an :interest in complet:ing the produc
tion plan, but are not stimulated to deliver goods then and there, 
just when they are needed. Since all details :in practical situa
tions cannot be foreseen far in advance by a plan, nor can the 
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latter react flexibly to unforeseen changes :in the situation, that 
necessarily results :in significant separation of the structure, and 
even the volume, of supply and demand; so the enterprise must 
protect itself by mainta:ining large :inventories. The enterprise 
also accumulates inventories because they cost less due to a low 
or nonexistent rate of :interest. 

3) It appears justified to assume that accelerated growth, which 
multiplies bottlenecks, requires larger inventories than slow 
growth. Madzar presents a table for twelve countries at the head 
of which, :in terms of accumulation of :inventories, are the world's 
two best performers in rate of growth, Yugoslavia and Japan, and 
at the bottom - a slowly-growing economy, Belgium (in the peri
od 1955-1964, these three economies absorbed 65%, 65% and 10% 
of the social product by accumulation of inventories). However, 
the remaining countries in the table do not provide strong support 
for our hypothesis. Thus, slowly-growing Great Britain accumu
lated twice as much :inventory as fast-grow:ing Italy. It follows 
that at least within a certa:in :interval, the effect of the growth 
rate can be significantly modified by other factors. 

4) In addition, an unstable economy will require larger average 
inventories than a stable economy. Later, :in the chapter "Inter
national Comparisons," the coefficients of :instability are calcu
lated for individual countries. If those coefficients are compared 
with Madzar's data on the accumulation of inventories for three 
countries-which appear :in both tables - Japan, France, and Italy 
- it can be seen that the order of :inventory accumulation is the 
same as the order of instability. However, it is also necessary 
to have :in m:ind that economic :instability is closely correlated 
with the rate of growth. 

5) F:inally, the size of :inventories also depends on the specific 
reaction of :individual national economies to disturbances that pro
duce fluctuations. 

Hypothesis (5) leads us to the third key contention. At least 
some capitalist countries, of which the USA is the most well-known 
and investigated case, accumulate :inventories in the upsw:ing 
phases and reduce :inventories in the downswing phases. In fact, 
the four-year American cycles beg:in by reduction of :inventories, 
which releases the recession mechanism and results in cumula
tive contraction of demand. Therefore, fluctuations of :inventories 
represent a factor of :instability :in the American economy, and the 
four-year cycles have been called :inventory cycles. The Yugoslav 
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Table 9.1 

Inventory Formation in the Yugoslav Economy, 
1952-1964 

(in 1962 prices) 

Share of In-
ventory In-

Increase of vestment in Growth Rate 

the Social Inventory Growth of of the 

Product Investment the Social Social 

(billion (billion Product Product 

din.) din.) % % 

Fat Years 
1953 291 22 7.6 17.8 

1955 280 63 22.5 14.1 

1957 495 129 26.1 22.7 

1959 454 145 36.3 16.4 

1963 459 179 39.0 12.2 

1964 546 237 43.4 12.9 

Total 2525 775 30.7 

Lean Years 
1954 71 36 50.7 3.7 

1956 -82 230 -3.6 

1958 84 232 276.2 3.1 

1960 205 223 108.8 6.4 

1961 192 180 93.8 5.6 

1962 156 259 166.0 4.3 

Total 626 1160 185.3 

economy reacts in an entirely opposite way. In the upswing phases 
inventory accumulation slows down, and even results in an ~ 
lute reduction of inventories (for example, in industry in 1953, in 
the fourth quarters of 1959 and 1963, and in the first quarter of 
1964). In the downswing phase the cycle of inventory accumulation 
accelerates. Accordingly, in recessions and depressions invento
ries function as one of the economic stabilizers of the Yugoslav 

economy. 
In connection with what has just been said, some data that I have 

taken from MaclZar are very illustrative. The twelve years of the 
period 1952-1964 can be divided into two equal groups: "fat" years 
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with growth rates of the social product of about 12% annually, and 
"lean" years with growth rates below 6-1/2%. Inventory formation 
is carried out very differently in "fat" and "lean" years, as can be 
seen in Table 9.1. 

Until 1960 every odd year was productive, and every even year 
was unproductive. Since at that time agriculture contributed a Sig
nificant part of total production, those were predetermined "fat" 
and "lean" years for the economy as a whole: Mter 1960 the be
havior of agriculture and its influence on the rest of the economy 
changed Significantly, but the pattern of inventory formation still 
remained the same: contrary to the Bible, in "lean" years inven
tories accumulated and in "fat" years they were depleted. In the 
entire period conSidered, recession years accumulated half again 
as much inventories as expansive years. In years of economic up
swing somewhat less than one-third of the annual growth of the so
cial product entered into inventories. However, in lean years in
vestment and inventories absorbed not only the entire annual in
crease of production, but also a good part of the current produc
tion beyond that. 

It is obvious that the years when the warehouses were empty 
and the market was chronically unsupplied in quantity are now far 
behind us. From that point of view we may be satisfied. However, 
comparative analysis shows that inventories in Yugoslavia are 
Significantly larger than in other countries and, what is more se
rious, that they constantly increase in relative terms. That pro
cess was intensified in the period 1965-1967 (at this moment there 
are no comparable data for expressing that statement precisely). 
Our current economy is significantly more developed than the 
economy of 1952. Industrial production has increased five times. 
Administrative central planning has been replaced to a large ex
tent by the market mechanism. Therefore, in accordance with hy
potheses (1) and (2), derived from comparative analysis, and with 
the improvement of market supply, inventories ought to decrease 
relatively. That actually occurs in phases of cyclical upswings. 
But in the retardation phases which follow and which become long
er and deeper, the positive effects are annulled and the- process of 
accumulating inventories continues. Naturally,if one must still 
choose between production for inventories and stopping production, 
then the spontaneous choice of the Yugoslav economy was eco
nomically rational. For stopping production and reducing inven
tories - i.e., the American reaction - would lead to cumulative 
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contraction of demand and thus to an absolute reduction of produc
tion - i.e., to American effects. The mechanism of inventory for
mation thereby saves the unstable Yugoslav economy from cyclical 
catastrophes. It is also understandable why relative reductions of 
inventories do not occur, which we would otherwise have had to ex
pect. And it also becomes clear that it is necessary to formulate 
economic policy that will solve the problem. It would be a mistake 
to drive out inventories from enterprises by means of credit re
striction. Such forced imitation of American behavior would lead 
to American effects. What we must work out is the levellin~ of cy
cles, eliminating or at least mitigating instability, and the economy 
will then spontaneously channel inventories in the right direction. 

9.2 Cycles of Components of Industrial Inventories 

Industrial inventories include about 60% of nonagricultural inven
tories, so that a study of the movements of those inventories is 
sufficiently representative of the behavior of inventories as a 
whole. Inventories have three components, which behave very dif
ferently. There are inventories of raw materials and semi-finished 
products (intermediate goods), of unfinished production, and of final 
products. The structure oftotal and industrial inventories at the be
ginning and end of the period under conSideration was as follows: 

Table 9.2 

Structure of Inventories 

Intermediate Unfinished 

Goods Production Final Products 

Total Inventories 
1952-1954 46 14 40 

1962-1964 39 17 44 

Industrial Inventories 
1952-1954 59 21 20 

1962-1964 49 23 28 

Industrial Inventories 
in the USA* 

1919-1938 40 20 40 
1952-1953 38 29 33 

*Source: Stanback, postwar Cycles in Manufacturers' Invento-

ries, p. 25. 
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It can be seen that because of the reduction of the share of in
termediate goods inventories, there was growth in inventories of 
unfinished production and especially of final products. On the oth
er hand, Madzar shows that the coefficients of turnover of inven
tories of intermediate goods remained approximately unchanged 
in the period conSidered, while the coefficients of turnover of the 
other two components of inventories were reduced. It follows that 
inventories of intermediate goods move in step with production. 
Since according to general belief the supply of raw materials and 
semi-finished products is today Significantly better than at the be
ginning of the period, in this area there has been an advance in the 
economy's business activity in the sense of hypotheses (1) and (2) 
of the preceding section. The contrary conclusion may be drawn 
for the movement of inventories of final goods. The inadequately 
organized and unstable market results in their relative increase. 
This conclusion appears to contradict the American data, which 
show an even greater share of final products. However, in making 
a definitive judgment it is necessary to keep in view the following 
two facts: (1) in the USA the share of final products falls, while in 
Yugoslavia it rises; (2) the import element of production is sever
al times lower in the USA than in Yugoslavii:t. And importation of 
materials requires longer terms of delivery, and hence also larger 
inventories. With significantly larger imports, American invento
ries of intermediate goods would be larger, and that would auto
matically reduce the share of final products. Thus, it can proba
bly be said that the increase of the share of final products was in 
part necessary because of the filling up of inventories, and in part 
it was the result of increased economic instability. 

The relative increase in inventories of unfinished production 
represents a regular phenomenon, and we can expect the same 
trend in the future as well. It is a matter, namely, of a regular 
change in the structure of industrial production in the direction of 
a greater proportion of durable consumer and producers goods. 

Table 9.3 shows that the durable goods industries (the metals 
complex and the lumber industry) increased their share of total 
industrial inventories in twelve years from 42% to 51 %. And it is 
precisely those industries, because of the nature of the technologi
cal process, that have a Significant share of unfinished production, 
while in addition that share increased. Thus, the growth of the av
erage share of unfinished production from 21 % to 23% is explained. 

We may now state the following three hypotheses: (1) since 
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Structure of Industrial Inventories 
(in current prices) 

Interme- Unfinished 
diate Pr6duc- Final 

Table 9.3 

Goods tion Products Total Share 

Inventories, 
durable goods 
industries 

1952-1953 
1964-1965 

Inventories, 
other industries 

1952-1953 
1964-1965 

Industry, 
total 

1952-1953 
1964-1965 

61.7 
54.7 

51.6 
49.0 

55.8 
51.9 

23.9 
27.5 

19.0 
18.0 

21.1 
22.9 

14.4 
17.8 

29.4 
33.0 

23.1 
25.2 

100 
100 

100 
100 

100 
100 

41.9 
51.4 

58.1 
48.6 

100.0 
100.0 

inventories of raw materials and semi-finished products materi
ally precondition production, there will exist a tendency for inven
tories to follow trends of production and to behave like production; 
(2) since unfinished production is technolOgically conditioned and, 
moreover, precedes finished production, this component of inven
tories will also move like production with a short lead; (3) since 
inventories of final products serve to absorb disturbances in de
mand, fluctuations of those inventories and of production will be 
phasally shifted so that the troughs of production correspond to 
the peaks of inventories, and vice versa; i.e., the behavior of in
ventories must be just the reverse of the behavior of production 
in every phase of the cycle. There are no data on movements of 
unfinished production, but research carried out in the USA com
pletely supports hypothesis (2). Graph 9.1 presents the data for 
verifying the other two hypotheses. Those data are then summa-

rized in Table 9.4. 
Let US begin with inventories of intermediate goods. As we ex-

pected, the cycles of these inventories correspond on the whole to 
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the industrial cycles. The amplitudes are also equal. An interest
ing tendency of decreasing expansions and amplitudes of interme
diate goods inventories can also be seen from the graph before 
1960-1962, and of increasing expansions and amplitudes after 
those yearS. The changes in amplitudes can be explained by the 
reduction of general economic instability before 1960 and by in
creased instability after that year. And the changes in the expan
sion of inventories can, it appears, be explained by the reduction 
of imports of intermediate goods for industry before 1962, as is 
seen from the movements of annual chain indices of intermediate 
goods imports drawn on the graph. The reduction of imports of 
intermediate" goods is an indication of the substitution of domestic 
production for imported materials, which together with better or
ganization of supply, reduced the terms of delivery and thus the 
size of the required inventories. The opposite is true with the in
crease of imports and disorganization of the market. It is worth 
noting that the amplitudes of the annual indices of imports of inter
mediate goods are greater than the amplitudes of the quarterly in
dices of inventories and production. This is explained by the fact 
that the elasticity of imports of intermediate goods is greater than 
one at a high rate of growth of indu!='try and less than one in re
cession periods. 

The correspondence of the cycles of intermediate goods inven
tories and production is interrupted in the third production cycle. 
In 1958-1959 an intracycle of inventories whose meaning is not 
entirely clear is interpolated. Perhaps the rapid growth of inven
tories in the second half of 1958 can be explained by the relatively 
large credits for working capital immediately prior to that, along 
with the simultaneous growth of imports of intermediate goods, 
and the fall in 1959 by the contraction of credit expansion which 
lasted until the beginning of 1960 and may have stopped the expan
sion of intermediate goods in a situation of relatively good supply. 
Similarly, in the fourth production cycle another cycle of invento
ries of intermediate goods is interpolated. That mildly expressed 
cycle, with a tendency to fall, can probably be explained by the 
slowing of expansion of imports of intermediate goods for indus
try in 1961 and 1962. (~ 

Four cycles are insufficient for drawing more certain conclu
sions about the eventual time shift of the turning points of cycles 
of inventories and production. However, they give some indications 
and it is necessary to note them. Thus, the peak of intermediate 
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goods inventories corresponds twice to the peak of production, pre
cedes once and follows once, and it is therefore probable that in 
the general case the peaks of both cycles correspond. The troughs 
of the cycles correspond once, and the troughs of inventories pre
cede twice, which makes probable a lead in the general case .. In
sofar as these observations are correct, it can be said that cycles 
of materials inventories and production are, on the whole, synchro
nized with an eventual short lead of the inventory troughS. The lat
ter may mean that the" equipping of industry with intermediate 
goods, stimulated by the previous growth of credit, gives an im
pulse to the upward turning of the production cycle. 

The movement of inventories of final products presents, natu
ally, an entirely different picture. The amplitudes of fluctuations 
are several times greater, especially at the beginning of the peri
od, when inventories were relatively small. The correspondence 
of the inventory and production cycles is almost perfect with the 
expected phasal shift of 1800. The trough of the inventory cycle 
corresponds once, precedes twice, and lags twice with respect to 
the corresponding peak of production. In three cases the peak of 
the inventory cycle lags behind the corresponding turning points of 
the production cycles. The lagging of the peaks of inventories of 
final products, as well as the leading of troughs of intermediate 
goods inventories, indicates that the departure from depression is 
achieved at first by production for inventories. 

The place on the graph where the line of inventories of final prod
ucts cuts the abscissa or closely approaches it indicates situations 
in which inventories remain unchanged or even fall absolutely. It 
can be seen that this happens when the expansion of industrial pro
duction exceeds a rate of about 14%. We will see later that at this 
rate the tempo of industrial exports and imports is equalized with 
the tempo of industrial production. The graph also shows the rates 
of industrial expansion at which there results a relative reduction 
of final products inventories (i.e., inventories increase more 
slowly than production). That happens when the line of inventories 
moves below the line of production, i.e., at a rate of industrial ex
panSion of about 13%. One is strongly tempted to conclude that at 
"a rate of 13-14%, long-run industrial expansion could be stabilized 
so that cycles are smoothed, inventories increase moderately, and 
the export-import gap remains closed. 

It is interesting that this is also the rate that is obtained as the 
arithmetic mean of average attained expansion of the social product 
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(excluding agriculture) in the course of the last full cycle and of 
expansion during the upswing, which was used as one of the ele
ments in calculating the losses of production in Section 1.1. Thus 
the realism of that calculation obtains still another substantiation, 
and the economic analyst and planner are given yet another indi
cation of the structural constants of the Yugoslav economy. 

The coeffiCients of turning points in relation to their reciprocal 
values, the proportions of inventories and production, provide use
ful information on inventory movements. Those proportions are 
shown in Graph 9.2. The proportions are shown as indices ,in re
lation to base values, which are again selected as average values 
for the whole period, and the scale of proportions of inventories 
and production is shifted so that the index 100 corresponds to the 
average index of growth of industrial production of 112.3. In that 
way the base indices of proportions (in relation to the average 
proportions) are centered on the average value of industrial ex
panSion (for the period 1952-1964). 

The usual assumption is that producers attempt to maintain in
ventories in some fixed proportion with respect to production. We 
saw earlier why this tendency is condemned to failure when it is 
a matter of inventories of final products. Because of that the huge 
fluctQations of proportions of final goods inventories are not sur
prising. However, now it can be seen that the proportion of inter
mediate goods is also very unstable. The large growth in the pro
portion of inventories of intermediate goods to production in 1956 
is the result of large imports of intermediate goods in that year. 
In the succeeding years, imports of intermediate goods slow down, 
and the proportion of inventories of intermediate goods also de
creases, with large fluctuations. The proportion attains its mini
mum in the first half of 1963 and then again grows by leaps. The 
large fluctuations in the proportion of intermediate goods inven
tories from quarter to quarter show how irregularly Yugoslav in
dustry is supplied with materials. And the shifts between accel
eration and deceleration of imports in somewhat longer periods, 
along with a Similar increasing and decreaSing of the proportions 
of intermediate goods inventories to production, show that not only 
is the market extremely disorganized, but also that there is not 
any kind of developmental program for Yugoslav industry. The 
reduction of the quarterly changes of proportions of intermediate 
goods inventory after 1960 shows that the supplying of intermedi
ate goods had become more regular. The rapid increase of the 
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proportion after 1964, along with the corresponding movements of 
intermediate goods imports, indicates the presence of an effective 
program to produce goods that would replace imports. And the 
very noticeable tendency from 1957 on for the proportions of inter
mediate goods to fall in prosperous years and to increase in de
pression years (which can be seen on the graph, as the lines of in
termediate goods inventories are below the line of production in 
prosperous years but above the line of production in depression 
years) points to the possibility that depletion of intermediate goods 
inventories results in a break at the peak of the cycle, and the re
newed normalization of intermediate goods supply prepares the 
way for a new upswing. 

9.3 Cycles of Total Industrial Inventories 

Unfortunately, since in Yugoslavia we do not have statistics of 
the quarterly movement of the social product and of total invento
ries, we cannot analyze cycles of total inventories. We will there
fore have to limit ourselves to the examination of cycles of indus
trial inventories. Table 9.5 gives an idea of the Significance of in
dustrial inventories. 

Table 9.5 

Nonagricultural Inventories by Economic Sectors 
(structure on the basis of current prices) 

Industry and mining 
Trade 
Other sectors 

USA* 
1928-1939 

53.5 
38.9 

7.6 

Yugoslavia 
1952-1953 1964-1965 

63.9 56.8 
25.5 28.2 
10.6 15.0 

*Source: M. Abramovitz, Inventories and Business Cycles, p. 36. 

It can be seen that 90% of nonagricultural inventories are found 
in industry and trade. Inventories of agricultural producers rep
resented 12.3% of total inventories in the USA in the period cited, 
while comparable data are lacking for Yugoslavia. Because of a 
certain uneconomic management of trade, inventories in that sec
tor are less than what economic processes demand, and that well
known assertion is illustrated here by the American data. Rela
tively larger inventories in trade probably would enable inventories 
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in industry, as well as total inventories, to fall absolutely. Since 
we do not know of a single empirical study of cycles of trade in
ventories' and there are no domestic data, we will have to be sat
isfied with the assumption that inventories in trade move approxi
mately like inventories of intermediate goods in industry, since 
sales determine supply in both cases. In that way we can immedi
ately approach an examination of movements of total industrial 
inventories (Graph 9.3). 

Table 9.6 

Turning Points of Industrial Production and Inventories 

Industrial Total Industrial Lead (-) or Lag (+) 
Production Inventories in Quarters 

Peak 1/1955 Trough m/1954 -2 

Trough 1/1956 Peak m/1956 +2 
Peak 1/1957 Trough IV /1957 +3 

Trough m/1958 Peak IV/1958 +1 
Peak II/1960 Trough IV /1959 -2 

Trough 1/1962 Peak m/1962 +2 
Peak II/1964 Trough IV /1963 2 

ConSidering the divergent movements of individual components 
of inventories, total industrial inventories behave with surprising 
regularity. Additional cycles of intermediate goods are on the 
whole eliminated, and the large amplitudes of final products in
ventories make total industrial inventories move inversely to pro
duction in spite of the lesser weight of final products. All the 
peaks of inventories lag one to two quarters behind the troughs of 
production, which supports the earlier thesis that the departure 
from recession is paid for by accelerated accumulation of inven
tories in the first few months. The inventory troughs, except in 
1957, precede the peaks of industrial cycles by two quarters re
spectively, which at first leads to the conclusion that renewed ac
cumulation of inventories is the Signal for producers that the mar
ket is oversaturated and that it is necessary to reduce the expan
sion of production. We will See later in fact the explanatio~ is 
otherwise. ExplOSions of the foreign trade deficit at peaks of the 
production cycles check the further acceleration of production -
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and, with it, also demand - while enterprises which do not depend 
upon imports or which in the preceding period were well supplied 
with imports continue to expand production; that output, for lack 

- of buyers with means of payment, begins to overflow into inventories. 

Industrial 
Cycle 

Peaks 

Time Lags of Industrial Inventories at the 
Turning Points of Industrial Production 

(based on constant prices) 

Lead (-) or Lag (+) in Months 
Intermediate Unfinished Final 

Table 9.7 

Total 
Goods Production Products Inventories 

Yugo
USA* slavia 
+2.8 o 

Yugo-
USA * slavia USA * 
-4.0 +8.8 

Yugo- Yugo
slavia USA * slavia 

o +2.7 -2.2 
Troughs +5.8 -4 +3.3 +6.0 +1 

+0.5 
+5.0 +5.0 

Average +4.5 -2 -0.3 +7.4 +3.8 +3.6 
*Source: Stanback, op. cit., p. 10l. 
Note: The American data relate to the period 1948-1958, and the 

Yugoslav to 1955-1964. They are not entirely comparable, for 
Stanback measures deviations in relation to the so-called refer
ence cycle and I measure in relation to the production cycle. In 
addition, Stanback works with series of absolute values and I use 
rates of growth. For Yugoslav data on final products and total in
ventories' the lag (lead) is measured from peak of production to 
the trough of inventories and from the trough of production to the 
peak of inventories, while in the American series the lags (leads) 
are measured from the same turning points. 

It will be useful now to summarize our observations concerning 
the comparison of movements of inventories and production and 
to compare them with a similar approach in a foreign study, i.e., 
with Stanback's data for the USA. This material is presented in 
Table 9.7. It can be seen that the cycles of inventories and of 
production are better synchronized in Yugoslavia than in the USA. 
And differences appear in the direction of tim'e displacements 
that must be examined. 

Let us begin with final products, which comprise the most com
plicated category of inventories. Stanback (op. cit., p. 63) distin-
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guishes the following components of final products inventories: 

Goods made to order 
Goods made for stock 

Goods whose production cycles are 
governed by demand 

Perishables 
N onperishable staples 

Goods whose production cycles are 
governed by supply 

Perishables 
N onperishable staples 

Total industrial inventories 

USA 
1939 1947 

15-25 15-25 
75-85 75-85 

* * 
50-60 41-51 

* * 
16 23 

100 100 

*Total perishable goods account for 9%. Their structure is un
known. 

Inventories of goods made to order (maChines, transportation 
equipment, etc.) fluctuate along with production. The same is true 
of demand-governed perishable goods. Supply-governed invento
ries (agricultural raw materials and the products derived from 
them) are not sensitive to the business cycle. Inventories of non
perishable goods governed by demand, which constitute the largest 
single component of final goods, move inversely in relation to the 
production cycle; therefore total inventories of final goods move 
in the same way as in Yugoslavia. The inverSion is complete to 
the extent that cycles are short, but it turns into a lag when they 
are longer, which is the normal case in the USA. This observa
tion indicates the possibility that in Yugoslavia an interruption of 
the inversion of inventory movements will also result to the extent 
that the cycle is prolonged. In other words, insofar as the present 
depreSSion is prolonged, it may be that the expansion of invento
ries will weaken before the lower turning point of production. Re
duction of the share of nonperishable demand-governed staples re
sulted, in the USA, in reduction of the lag of total industrial inven
tories from 8.6 months before the war to 3.8 months after the war. 

Inventories of intermediate goods largely move together with 
production; they lag behind production in the USA, but they lead 
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in Yugoslavia. This has, as we shall see, significant consequences 
for the explanation of the cyclical mechanism. It follows from the 
above considerations that inventories of intermediate goods, un
finished production, final products made to order, and final per
ishable goods governed by demand - in all, 75% of industrial in
ventories in the USA - move in conformity with the production cy
cle, inventories of nonperishable staples governed by demand (16% 
of total inventories) move inversely, and the rest move randomly. 
As a result, total industrial inventories change in conformity with 
the cycle of industrial production in the USA, while they move in
versely in Yugoslavia, for those components of inventories which 
move directly with the cycle are relatively small, and the reac
tions of economic decision-making units are different. 

Stanback and Abramovitz explain the functioning of the cyclical 
mechanism as follows. (7) At the beginning of the upswing, sales 
increase and orders similarly grow rapidly. Enterprises place 
orders (a) to cover the requirements of increased sales, (b) to in
crease disposable inventories, and (c) to obtain a place in time on 
the waiting lists of suppliers, who prolong their delivery sched
ules with the growth of demand. At the beginning of the decline in 
production, sales fall, enterprises reduce orders to adjust inven
tories to the lower volume of business activity, and the increase 
in available goods shortens the delivery schedules, by which the 
desired ratio of unfilled orders to inventories is reduced. The cy
cle is determined by such behavior. At the beginning of the up
swing it appears to result in a relative, and even an absolute, re
duction of inventories (troughs of inventories lag: see Table 9.7), 
and producers increase orders. After some time inventories be
gin to increase and grow faster than production, for producers 
try to restore the normal relation between inventories and sales. 
At some point in the course of the upswing a situation emerges in 
which producers consider that they are sufficiently insured with 
respect to inventories and orders, and they begin to reduce new 
orders. The inventory accumulation also slows down, and the re
duction of demand results in a downward turning of the cycle. Af
ter the turning point inventories still increase for some 2-3 months 
(see Table 9.7), for producers are·in the course of fulfilling unfin
ished orders for intermediate goods and because producers of fi
nal nonperishable staples made for stock cannot reduce produc
tion quickly because of the great costs involved in such rapid 
adaptation. But inventories also begin to fall after 2-S quarters, 
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and the rapid decumulation of total inventories deepens the depres
sion. Later, inventory de cumulation begins to slow down and that 
- i.e., the trough in negative changes in inventories - gives the 
impulse for the upward turning of the cyCle. The fact that in all 
three postwar cycles the peaks of inventory investment preceded 
the peaks of the business cycle - as was also true in two or three 
troughs - indicates that in the American economy inventories ini
tiate the upswing from recession and then check that upswing at a 
certain point. 

It would doubtless be useful to consider in like manner the func
tioning of the cyclical mechanism in a centrally planned economy. 
In this respect the sole work published so far is the short paper 
of Goldmann and Flek on waves in the movement ot the growth rate 
and inventory cycles in Czechoslovakia. (~ 

Analyzing the period 1950-1966, the authors establish that in the 
years when the social product grew only a little, inventory decumu
lation resulted by which consumption greater than production was 
covered, and that the reverse was true in years of great growth of 
the social product. In other words, high growth rates generate in
ventory accumulation, and low rates - decuInulation; in "fat" 
years inventories accumulate, while in "lean" ones they are de
pleted, just exactly as in the Bible. Such reactions of producers 
are similar to those of the American producers. Some difficulty 
in interpreting Goldmann's results is introduced by the statistical 
data, which include in inventories uncompleted investments in fixed 
capital and which allocate to the social product new capacity put 
into operation in the course of the year without regard to when 
they ar.e completed investments. Goldmann and Flek see "social
ist speculation" as the prime mover in Czechoslovak inventory cy
cles. That is, in the accelerative phases of the production cycle, 
difficulties in supplying intermediate goods increase and each en
terprise attempts to protect itself with larger inventories. The re
sult, of course, is that the scarcity increases still more. When, 
finally, import possibilities are also exhausted, the turning of the 
cycle downward results. Now the enterprises complete and throw 
into production objects that were started in earlier years. Thus 
capacity is increased, which, along with slowed expansion of de
mand and reduction of the foreign trade deficit, improves condi
tions of supply; enterprises reduce their inventories, which still 
further stabilizes the situation; and at a certain moment accelera
tion of growth begins again. These cycles last six to eight years. 
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Thus Abramovitz, Stanback, Goldmann and Flek explain inven
tory cycles by the same "speculative" behavior of producers con
ditioned by the gap between demand and supply. But the causes of 

- that gap are diametrically opposed in the two economies. The 
Czechoslovak economy, like every centrally planned economy, is 
oriented toward production. Because it comes up against capacity 
barriers - i.e., because of the deficiency of supply in relatio'1 to 
existing demand - a recess~on results. The American economy, 
like every market economy, is consumption oriented. Therefore 
insufficient demand will stipulate the end of the upswing. The same 
argument holds for the emergence from depression: increased 
supply in the ~entrally planned economy and increased demand in 
the market economy spur on the new upswing. 

Since in both economies the inventories change in conformity 
with the production cycle, but in such a way that inventory changes 
absorb a smaller percentage of the growth of production in the ac
celerative phase and a relatively greater part of the fall in produc
tion in the retardation phase, consumption is more stable, fluctu
ating less than production. It is precisely in this respect that the 
behavior of the Yugoslav economy is different. In the Yugoslav 
economy inventories move inversely to the production cycle, re
sulting in reduction of fluctuations of production at the expense of 
increased fluctuations of consumption. And thus we have estab
lished in fact a third, hitherto unknown, type of mechanism of in
ventory fluctuations. As the result of the inverse movement of in
ventories and production, in the accelerative phases of the cycles 
the investment in total industrial inventories absorbs about 25% 
of the growth of production, and in the retardation phases it ab
sorbs the entire increase in industrial production. (~) The latter 
means that in the retardation phase of the Yugoslav industrial cy
cle, production growth is possible only if it is production exclu
sively for inventories. And insofar as it may be attempted, for 
example by credit restriction, to prevent the formation of a cer
tain volume of inventories, an absolute reduction of production 
will result. Evidence of the correctness of this last hypothesis is 
provided by economic policy in 1967. 

Now we are finally able to consider in detail the mechanism of 
inventory fluctuations in Yugoslavia. The necessary information 
is given in Graph 9.3. Slowing down of production corresponds to 
acceleration of accumulation of total inventories and to the reverse 
in phases of accelerated production. Total credits for working 
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capital on the whole follow inventories (the coefficient of correla
tion r=0.75 for the period 1955-1965) but have somewhat smaller 
amplitudes. The curve of chain indices of credits has a disconti
nuity in the second quarter of 1962, since a year earlier - in May 
1961 - significant institutional changes occurred: initial funds of 
working capital transferred to enterprises that had earlier been 
in the form of a debt were now paid in part from blocked amorti
zation funds and in part were turned into credits from the general 
investment fund. In order to obtain an approximate idea of the ac
tual movement of available sources of working capital in the dis
rupted year of 1962, we extended the curve several quarters on 
the basis of the construction of comparable movements of chain 
indices. The credit curve shows an interesting feature. In the en
tire thirteen-year period considered, it was only in the second 
half of 1955 and in the last three quarters of 1966 that credit ex
pansion slowed down below 10% annually. And in both those cases 
it resulted in stagnation of industrial production. With the excep
tion of the beginning and end of the period considered (1954-1958 
and 1966) - which were both abnormal, although for different rea
sons - credit policy was to a certain degree anticyclical in rela
tion to industry. Following inventories, which move inversely to 
production, in depressed periods credit expanded more rapidly 
than production; in periods of high growth rates the credit expan
sion was slower. However, even when it was obj ectively anticyc
lical, it was delayed; it is obvious that economic movements were 
not anticipated and that, especially in retardations, credit therapy 
was undertaken under the pressure of self-protective reactions of 
economic organizations. 

Direct credits of producers, i.e., accounts payable, represent 
the third component of our cyclical mechanism. The data, taken 
from periodic reports of the Social Accounting Service, extend 
back only to 1960. In years of prosperity accounts are settled 
promptly and indebtedness to suppliers is reduced relatively. 
When retardation of production begins, it results in a sharp in
crease in accounts payable. Since it is a question of an expedient 
in necessity, and since accounts payable, especially earlier, were 
significantly less than bank credits in absolute terms, they fluc
tuate several times more intenSively. The deep trough at the end 
of 1962 is the consequence of an action to settle mutuai outstand
ing debts by a multilateral clearing operation with Significant 
credit support, which was extended in the first half of that year. 
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If we now consider the interplay of all the above-mentioned fac
tors, we may be able to describe the industrial cycles in the last 
thirteen years in the following way. In the course of 1955 there 
was a retardation of production, which evoked inventoryaccumu
lation supported by Significant credit expansion. As we saw in 
Graph 9.1, there accumulated not only inventories of final prod
ucts but, to a large extent, also inventories of intermediate goods. 
In that way industry, well supplied and relatively liquid, entered 
the mildest of all cycles in 1957-1959. The upswing in 1959 re
sulted in an absolute reduction of inventories and relatively stable 
credit expansion that was relatively close to the critical rate of 
10%. The first half of 1960 saw the beginning of a retardation of 
production, an abrupt growth of inventories, mild credit expansion, 
and a sharp slOwing down of debt payments to suppliers. The un
prepared and inconsistent radical institutional changes in 1961 
deepened the receSSion, producing a piling up of inventories, and 
despite relatively large credits the economy became illiquid. Af
ter the illiquidity was resolved in 1962 by special measures, there 
was a new upswing of production and a fall of inventories. The re
tardation in 1964 renewed the already familiar sequence of events. 
Inventories increased abruptly and, since credits did not follow 
that increase, indebtedness grew by leaps and bounds. In 1965 
credits began to follow inventories, the expansion of indebtedness 
slowed somewhat, the line of inventories turned downward, indus
trial production attained some sort of plateau and, to all appear
ances, a turning upward of the cycle would ensue. However, just 
at that time, contrary to all principles of anticyclical policy, the 
National Bank began a sharp restriction of credit that lasted a 
year, reduced the rate of growth to production below zero, and 
brought the economy to the same condition of illiquidity as in 1962. 

How, accordingly, does the typical Yugoslav industrial cycle de
velop? The results of investigations up to now present us with this 
picture. In the upswing, inventories relatively - and at the peaks 
even absolutely - decline, credit expands by some well-balanced 
rate of about 10%, liquidity of industry increases, and it pays its 
debts. When, for various reasons, a downward turning of the cy
cle occurs, practically at the same time inventories begin to pile 
up, liquidity is reduced, and the economy becomes indebted very 
quickly. After production reaches the lower turning point, inven
tory accumulation accelerates still another one or two quarters, 
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accompanied by expansion of credit and reduction of illiquidity, 
which means that revival begins with production for inventories, 
which must be financed by additional money supply. 

This picture of the functioning of the cyclical mechanism is still 
incomplete. There remain, especially, the unexplained upper and 
lower turning points. It is not clear what happens with prices, nor 
what the role of international trade is. Investigation of these prob
lems is the task of the following chapters. 

Notes 

1) All data in this chapter that are related to inventories are 
taken from the doctoral dissertation of Ljubomir Madzar, Mesto 
zaliha u prncesu drustvene reprodukcije. 

2) In relation to sales, inventories comprise 16% in trade, 20% 
for the economy as a whole, and 20% in industry. 

3) T. M. Stanback, Postwar Cycles in Manufacturers' Invento
ries (New York: NBER, 1959), p. 15. 
4) M. Abramovitz, Inventories and Business Cycles (New York: 
NBER, 1959), p. 109; Stanback, op. cit., p. 132; UN Statistical 
Yearbook, 1966, p. 569. 

5) W. Stolper remarks: "Textile factories that in England would 
keep two days' supply of spare parts on hand must in Nigeria keep 
enough to last nine months. Similar figures apply to tobacco fac
tories and steel mills. It takes that long to order and get the parts 
from overseas" (Planning Without Facts [Cambridge, Mass.: Har
vard University Press, 1966], p. 111). 

6) Op. cit., pp. 123-127, 270. 
7) J. Goldmann and J. Flek, "VlnovitY pohyb v tempu rustu a 

cyklus v dynamice zasob," Planovane hospodarstvi, 1967, No. 9, 
pp. 1-16. 

8) In the USA these percentages for the prewar and postwar pe
riod amount on the average to 9% in the expansion and 44% in the 
contraction (Stanback, op. cit., p. 13). 

9) For a more extended explanation and corresponding analysis, 
see my book Ekonomska nauka i narodna privreda, Part IT (Napri
jed, 1968). 
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Chapter 10 

MONETARY-CREDIT FACTORS AND PRICES 

10.1 Fluctuations in the Aggregate Values of 
Industry and the Economy as a Whole 

Essentially all the movements which we will analyze in this 
chapter are shown in the next three graphs. Let us begin with a 
description of industrial movements, by which we extend the anal
ysis in the preceding chapter (Graph 10.1). 

The data on sales have been taken from the statistical bulletins 
of the National Bank and the Social Accounting Service. Those 
nominal sales are then deflated by an index of producers' prices 
for industrial products in order to obtain chain indices of the 
physical volume of paid-in-full Shipments. On the basis of our 
earlier analysis of inventory fluctuations, we may expect that 
sales fluctuations will be Significantly greater than fluctuations of 
industrial production. That expectation receives full confirmation 
in Graph 10.1. T~e segments for 1962 and 1965-1966 on the graph, 
where the sales lme resembles the line of a seismograph, are 
striking. And indeed it is a matter of two economic shocks, the 
reforms of 1961 and 1965. 

Sales of the economy as a whole (Graph 10.2) behave Similarly 
to industrial sales and have the same two earthquake-like periods 
but the amplitudes of fluctuation are Significantly greater. In thiS' 
case the general index of retail prices was utilized as a deflator" 
this is not the most adequate deflator, but it is the best availabl:. 
Since there are no quarterly indices of movements of the total so
cial production, it would be interesting to examine the extent to 
which sales can act as a proxy for those indices, with respect to 
the degree to which the indices of sales and of the phYSical volume 
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of production agree. The correlation between deflated industrial 
sales and the physical volume of industrial production is r=0.52 
for the entire period and r = 0.72 for the same period without the 
two reforms; and between deflated sales for the economy and the 
physical volume of industrial production - r=0.63 and r=0.66 re
spectively. Regression equations show that the indices of sales 
and of physical volume move apprOximately at the same rate, and 
that their level is corrected by a positive or negative value of the 
constant term. (1) The regression coefficients are highly signifi
cant even at the level of 1 %. 

Table 10.1 

Chain Indices of the Social Product 
(in 1960 prices) 

Economy Other Sectors 

(excluding (excluding Difference 

agriculture) Industry agriculture) 2-3 

1 2 3 4 

1953 107.4 109.5 105.3 4.2 

1954 112.4 114.4 110.5 3.9 

1955 110.2 114.1 106.3 7.8 

1956 103.5 109.7 96.7 13.0 

1957 115.2 117.3 112.5 4.8 

1958 109.7 111.8 106.9 4.9 

1959 111.2 111.6 110.6 1.0 

1960 113.7 113.6 113.9 -0.3 

1961 108.7 107.0 109.6 -2.6 

1962 105.4 107.3 102.8 4.5 

1963 113.7 115.6 111.0 4.6 

1964 114.4 116.0 112.0 4.0 

1965 106.1 108.4 102.9 5.5 

Source: SZS, Statisticki godisnjaci. 

Analysis of annual data gives additional information (Table 10.1). 
It can be seen that the economy, excluding agriculture, and indus
try move at about the same rate, which is not surprising when one 
bears in mind that industry contributes a significant part of total 
production excluding agriculture - 36% at the beginning of the pe
riod considered and almost 50% at the end (in constant 1960 prices). 
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The data in column 4 show that the physical volume of industrial 
production grows faster than the production of other sectors. In 
that respect the table shows a tendency for the differences to de
cline up to 1961, when they even become negative, and to increase 
after that year. What is particularly interesting is that at high 
rates of growth the differences decline, while in depressed years 
they are significantly greater than the average. An important con
clusion follows: fluctuations of economic activity of other sectors 
are greater than fluctuations of industry; accordingly, other sec
tors are a more unstable element of the Yugoslav economy than 
industry is. 

The same conclusion can also be drawn from the data in Table 
10.2 on turning points and amplitudes of fluctuations. The ampli
tudes of deflated sales are greater for the economy than for indus
try, and in both cases they are greater than for industrial produc
tion. Furthermore, it is very significant that the amplitudes sys
tematically increase from cycle to cycle for all three aggregates; 
this means that from 1957 to the present the instability of the Yu
goslav economy has systematically increased. In that respect the 
phenomenon of the constant lowering of the cyclical troughs is es
pecially dangerous. In the last cycle all the troughs fell below 100, 
which meanS that there was an absolute reduction of both produc
tion and sales, the first since the time of the Cominform blockade. 

Our knowledge about monetary-credit phenomena, which we ac
quired by the analysis of fluctuations of industrial inventories, 
will now be supplemented by analysis of certain aggregate values 
for the entire economy. It can be seen from Graph 10.3 that total 
credits for working capital follow total inventories at the outset, 
and from 1957 they follow total sales in the economy (the coeffi
cient of correlation is 0.62 for the period 1957 to the second quar
ter of 1965). However, as credits are not well synchronized with 
the requirements of sales, the economy is aided by mutual indebt
edness and variations in liquidity. Both variations are extreme. 
Liquidity of the economy is shown on the graph by chain indices 
of funds in demand deposits (ziro racuni) up to 1963, and by indices 
of total liquid resources. (demand depOSits, depreCiation funds, 
funds for common consumption, and other money deposits) from 
1962 on. This statistical discontinuity is necessary in order to 
neutralize institutional changes as much as possible. That is, de
preciation funds and other liquid resources had been strictly as
signed and often blocked; changes in the financial system after 1961 
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(when business funds of economic organizations were created) 
gradually abolished restrictions, and other funds approached the 
liquidity of demand deposits. 

At high rates of credit expansion, liquidity increases still fast
er, at low rates - even slower. When credit expansion exceeds 
the rate of 20% annually, liquid funds grow faster than credit; when 
credit expansion falls below 15%, liquidity not only deteriorates 
relatively, but even the absolute amount of liquid resources falls. 
Naturally, the reverse is true of movements of indebtedness of 
the economy, which are shown on the graph by chain indices of ac
counts payable that are based on the periodic calculations of the 
Social Accounting Service. Since credits move with sales, along 
with extreme OScillations (in opposite directions) of liquidity and 
indebtedness, it is completely clear that anticyclical credit poli
cies had not been devised for the Yugoslav economy as a whole. 
What is more, as we shall see a little later, credit policy resulted 
in increased instability. Only in emerging from depressions, par
ticularly in 1962, did credit policy play a positive role . 

It is interesting that the money supply is much more weakly cor
related with economic movements than credits for working capital 
(the coefficient of correlation with total sales is r = 0.21). The 
cause of that is probably at least partially the earlier inadequately 
precise definition of money supply~ which includes in money those 
funds which do not serve for payment . 

Although all three recessions shown on Graph 10.3 occurred ba
Sically in the same way, the recessions that began in the first half 
of 1960 and 1964 deserve special attention because of their sever
ity. In both cases the expansion of sales and credit slowed down 
and the liquidity of the economy fell sharply, while the indebted
ness of the economy increased enormously. When in the first of 
these recessions the illiquidity of the economy became more than 
critical, remedial action was taken in the first quarter of 1962 _ 
debts were mutually cleared, and relatively large (in relation to 
the volume of production) credits and other financial measures 
during 1962 liquidated indebtedness and increased liquidity, so 
that in the second half of that year an economic upswing began 
anew. The recession of 1964 is different from the preceding one, 
inasmuch as large administrative increases in prices were intro
duced in 1965; the price increase raised nominal sales and, along 
with the support of somewhat accelerated credit expanSion, in
creased nominal liquidity. However, since the expansion of liquid 
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resources only follows the expansion of nominal sales, liquidity 
per unit of monetary transactions did not increase. In 1966 there 
was a slowing down of credit expansion, and then an absolute re
duction of money available for economic transactions. As a result, 
the growth of nominal sales slowed down sharply, the physical vol
ume of sales - which in the second half of 1965 and the first half 
of 1966 fell absolutely, and then recovered somewhat - again 
showed a tendency to fall absolutely, and the liquidity of the econ
omy fell far below the lowest point of 1961. From the middle of 
1965 the indebtedness of the economy increased by a rate <;>f 45-
50% annually and in 1967 reached the level of indebtedness of 1961 
with respect to the volume of transactions. 

There can be observed, it appears, yet another interesting dif
ference between the last two recessions. In the recession of 1960 
the expansion of indebtedness and liquidity of resources moved in 
reverse directions; in the recession that started in 1964, they 
moved in the same direction from the middle of 1965 to the mid
dle of 1966. The latter phenomenon can be explained by the fact 
that in the middle of the recession, in mid-1965, reforms were 
adopted which: (a) cancelled various taxes, thereby increasing the 
liquidity of the economy as a whole; (b) drastically changed prices 
and the structure of demand, and thus produced unexpected and un
earned profits for some enterprises and undeserved losses for 
other enterprises; and (c) treated low-profit and unprofitable en
terprises less generously than hitherto. Consequently, some en
terprises accumulated liquid resources normally while others had 
to incur debt in order to continue production. Since the economy 
is an interdependent system, every stronger disturbance in one 
segment of that system will lead to a stoppage in the functioning 
of the whole system. In a system of intersectorallinks, low-
profit enterprises are - directly or indirectly - customers of 
high-profit enterprises. To the extent that the first group abrupt
ly stops or reduces production, that will also have to be done by 
the latter group. For that reason the high-profit enterprises will 
use their own and borrowed funds to grant credit to their weaker 
partners, at least so long as the process of readaptation of the 
economy to the initial disturbance is uncompleted. Since, as our 
graphs show, the initial disturbance was violent, the normal un
folding of the process of readaptation ordinarily would require a 
longer period of time, at least several years, along with a system
atic campaign to strengthen and replace weak links in the economic 
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chains. However, weak enterprises were left more or less to 
themselves, emissions of money and credit were slowed instead 
of accelerated, and thus after only one year the weak pulled them
selves and the strong into the abyss of nonliquidity. In 1967 the 
economy again found itself in the situation of 1961. 

10.2 The Volume of Transactions, Money and Indebtedness 

Although we established in the preceding section that quarterly 
movements of the money supply (according to the appropriate def
inition) are not closely correlated with quarterly movements of 
the economy, it can be assumed that the correspondence is Signif
icantly better in longer time periods. Therefore it would be use
ful to attempt to supplement the conclusions from the preceding 
section with a summary analysis of the supply and demand for 
money. We will carry this out for the period from 1958 on, when 
the Yugoslav economy had already assumed the characteristics of 
a market economy. We can begin this task conveniently by a com
parative analYSis of some economic movements in the eleven most 
expansive market economies in the world over the last twelve 
years. Those economies that grow by rates of 5% or more annual
ly have been selected as expansive. The data were taken from 
statistical publications of the International Monetary Fund, whose 
definition of money supply approximates the Yugoslav definition. 

Table 10.3 permits the statement of an entire series of hypoth
eses concerning monetary and real movements. First of all, the 
unweighted averages show that accelerated growth is accompanied 
by an increase in prices, and to some extent, the elasticity of the 
supply of money. In all the countries, the elasticities of the money 
supply in relation to the phYSical volume of production are Signifi
cantly greater than one; however, in relation to the money value of 
final production they sometimes fall below one, and on the average 
are not Significantly greater than one. This means that the veloc
ity of turnover of money in relation to the money value of transac
tions was constant for the period considered. In all the countries, 
prices on the internal market - represented by the costs of living 
- increased relatively fast. In all there were two quite significant 
exceI?tions - Portugal in the first group and West Germany in the 
second. Both countries also have below-average elasticities of 
money supply. The example of West Germany, because of its high 
rate of economic development, is particularly instructive. The 
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Table 10.3 

Rate of Growth of the Social Product, Money Supply and 
Cost of Living in Twelve Expanding Economies in the 

Period 1953-1965 

Social Product 
In Con- In Cur- Supply Cost 
stant rent of of 
prices prices Money Living 

1 2 3 4 
I Medium Expansive Economies 

Netherlands 5.0 9.1 6.3 3.3 
Italy 5.0 9.0 11.6 3.3 
France 5.0 9.7 11.8 3.9 
Portugal 5.1 6.7 7.4 1.8 
Austria 5.5 9.2 8.4 2.8 

II Highly Expansive Economies 

Greece 6.0 10.9 16.2 3.4 
West Germany 6.0 9.8 9.9 2.1 
Spain 6.4a 9.1b 13.5b 6.9b 

Mexico 6.6 12.7 11.6 5.0 
Japan 9.3 13.2 15.0 3.6 
Israel 10.5 18.7 16.7c 6.1 

Average, Group I 5.1 8.7 9.1 3.0 
Average, Group IT 7.5 12.4 13.8 4.5 

Yugoslavia, 
1958-1964 9.5 20.6 24.9 8.8 

Yugoslavia, 
1958-1967 7.4 23.5 17.8 12.2 

a) 1956-1964, b) 1955-1964, c) 1954-1964 

Coefficients of 
Elasticity 

3:1 3:2 
5 6 

1.26 0.69 
2.32 1.29 
2.36 1.22 
1.45 1.10 
1.53 0.91 

2.70 1.49 
1.57 1.01 
2.11 1.48 
1.76 0.91 
1.62 1.14 
1.59 0.89 

1.78 1.04 
1.89 1.15 

2.62 1.21 

2.40 0.76 

Sources: a) For foreign countries and Yugoslavia during 1958-1964, 
data are taken from International Monetary Fund, In-
ternational Financial StatistiCS, Supplement to 1966/ 
1967 Issues; and UN Statistical Yearbook, 1966. 
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Table 10.3 (continued) 

b) For YugoslaVia, according to columns of the table: 
(1) SZS, Statisticki godisnjak, 1958-1965, estimate of 
SZPP for 1966 and my estimate for 1967 (-1%). (2) 
SZS, Statisticki godisnjak, 1958-1966, my estimate 
for 1967 on the basis of the estimate of the dynamics 
of total values of production (+6.3%). (3) As under (a) 
for 1958-:1965, SDK, Statisticki bilten 11/1967 for 
1965-1967. (4) Indeks, 12/1967. 

ordering of internal finances, along with a Significantly slower 
movement of prices in relation to all her main partners, made it 
possible for Germany to have a revaluation of the mark and great 
export expansion. The case of Japan is similar. Its economy is 
certainly less stable than the German, but attains a rate of growth 
half again higher and, in terms of price movements and coeffi-

-cients of money supply, is below the average of her group. 
Two countries at the extremes of the table, the Netherlands and 

Israel, are striking because of their unusual behavior - prices 
rising Significantly above the average, but the supply of money ex
panding Significantly below the average. Accordingly, these coun
tries fundamentally contradict that quantitative theory of money 
according to which prices are lower the less money there is in 
relation to the volume of transactions. The explanation is proba
bly similar to the one for the same phenomenon in Yugoslavia. 
Both countries are small and very open - the Netherlands exports 
half of its production - and the rate of price inflation is a basic 
peril to their economic growth. Having exhausted other methods 
of controlling prices, they resorted to restricting the supply of 
money. 

Yugoslavia, with a rate of growth of 8.5% in the 1958-1964 peri
od, enters at the very peak of group IT. Emissions of money were 
above the average for the group, especially in relation to the phys
ical volume of production. However, those emissions were still 
lower than, for example, in Greece, and the second coefficient of 
elasticity (in relation to the nominal social product) was less than 
in a number of countries, while at the same time prices increased 
faster not only than the average but also in relation to any other 
country in the table. In connection with this statement it is neces
sary to have in mind that, because of institutional changes, the 
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same stock of money was able to clear a greater volume of eco
nomic transactions in 1964 than six years earlier. But there re
mains a very strong indication that the price increases had an au
tonomous cause, that monetary-credit policy cannot be blamed in 
that respect, and that the supply of money was, on the whole, the 
same as in other countries. 

The above-mentioned indication is further strengthened when 
the period considered is extended to cover three more years of the 
last reform. Monetary emissions slowed down drastically, so that 
for the three years the average second coefficient of elasticity fell 
to the Netherlands-Israel level. At the same time, administrative 
increases of prices significantly raised the average price increases 
for the entire period. A drastic monetary shock had to be drasti
cally reflected in the liquidity of the economy, concerning which we 
present data on financial flows of the National Bank (Table 10.4). 

As regards the changes in the composition of money during the 
period considered, judgments cannot be made concerning the 
changes in the turnover of money in the possession of economic 
organizations, except that the obvious sharp increase of liquidity 
in 1962 was the result of measures to deal with the illiquidity of 
the economy, and the drastic reduction of liquidity after 1965, when 
the money supply fell not only relatively but absolutely, was the 
result of a policy of monetary restriction. Direct credits to buy
ers, by which the availability of money as a means of payment is 
corrected, naturally move cyclically. In the expansive years 
(1959, 1963, 1964) accounts receivable were lower (10.5-11.4% of 
the value of production); in recession years (1961, 1965-1967) they 
increased (11.8-15.9%). In that respect the situation in 1967 was 
the same as in 1961. In 1962, as a result of measures to improve 
the financial condition of the economy, accounts receivable fell by 
330 billion old dinars, or 21 %. 

Short-term bank credits, as can be seen in column 9 of Table 
10.4, move in the same way as the business cycle, thereby deep
ening the latter. In 1967 bank credits reached by far their lowest 
value for the entire period. The extent to which credit restriction 
was severe is seen from the data that accounts payable surpassed 
indebtedness to banks; the economy substituted its credit for that 
of the banks. 

Total means of payment (money and accounts receivable) and to
tal credits (i.e., bank and direct) represent fairly steady propor
tions of the value of production: first they move in the interval 
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between 15.6 and 20.7%, and later in the interval between 21.4 and 
27.9%, with a tendency to fall. However, the movements within the 
intervals are not random but systematic, and such that the veloc
ity of turnover falls in retardation phases of the cycle and in
creases in accelerative phases. At the trough of a depression, a 
total volume of money of 21 %, or total credits of 28%, of the value 
of production will not be sufficient; in periods of economic up
swings, even means of payment of 16% and credits of 22% can be 
entirely satisfactory. However, the total volume of money and 
credit required depends also on their composition. Money. turns 
over faster than accounts receivable, and Similarly, it would ap
pear, bank credits turn over faster than accounts payable. And 
that is one more indication, among the others observed earlier, 
of the exceptional importance of correct doses of money and cred
it in maintaining the normal rhythm of economic transactions. 

10.3 Price Movements 

Variations in the volume of money are immediately linked in 
popular and expert opinion with the movement of prices. Our anal
ysis has given some indications that this conception, at least as 
far as the Yugoslav economy is concerned, is mistaken and that 
price movements have a specific and autonomous cause. Discov
ery of the cause which satisfactorily explains current, quarterly 
price movements in the Yugoslav economy would be of great im
portance in establiShing stabilization policy on a scientific basis; 
And, indeed, the research that follows is dedicated to resolving 
that problem, insofar as it falls within the framework of this study. 

Table 10.5 gives us, first of all, a general conception of price 
movements in Yugoslavia. The implicit deflators of the social 
product and the direct price indices show that the dynamics of in
dustrial prices are Significantly more stable than the dynamics of 
prices either in agriculture or in other sectors. This means that 
industry succeeded in absorbing the even greater variations and 
price increases of other sectors and, until 1964, kept its own 
prices quite stable. There is little doubt that industry achieved 

. this as a result, first of all, of the rapid growth of labor produc
tivity and the efficiency of investment; that is, in turn, the result 
of rapid expansion of production, as was established in the chapter 
on the productivity of labor. 

Comparison of the implicit deflators and the direct indices shows 
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the existence of the same tendencies and order of magnitude of 
variations, but otherwise the agreement is by no means ideal. The 
differences can be the result of more fundamental differences in 
the indices (for the indices measure different phenomena), but they 
cap. also stem from methodological and other errors. Since I am 
not familiar with the research in this field, it is impossible to 
make a judgment at this point. It is necessary to warn however , , 
that the statistical methodology has a peculiarity that can have 
significant effects: producers' prices include the turnover tax 
which, until the last reforms, was paid mainly by producers. Thus, 
since the turnover tax changes from time to time, and changes in
dependently of the producers, these in fact are not producers' 
prices, i.e., producers do not determine them. 

Our table shows at the bottom that, after the proportioning of 
prices on a higher level in 1965, the chain indices of prices in 1967 
almost returned to the average of the period 1952-1964, and agri
cultural prices were even below that average. We shall elaborate 
on the analysis of movements of producers' prices in agriculture 
and industry, industrial retail prices, and the general index of re
tail prices. In that connection, in interpreting the graphs it is nec
essary to keep constantly in mind that the lines of chain indices 
do not represent quarterly indices of the changes of prices in suc
cessive quarters but (in order to eliminate seasonal influences) 
the index of the same quarters of successive years, as has been 
generally done in our graphs. 

Let us begin with agricultural prices, which are easier to ana
lyze. The economy came out of the administrative period with 
large disparities between industrial and agricultural prices, to 
the detriment of the latter. Development of market relationships 
demanded the elimination of those disparities, so that in the peri
od under consideration there was a constant and rapid increase of 
agricultural prices. For the period 1952-1964, that increase 
amounted on the average to almost 10% annually. Since food ab
sorbs about half of family budgetary resources, the increase of 
agricultural prices produced a Significant increase in the cost of 
living which, through pressure to raise personal incomes, evoked 
strong inflationary tendencies. 

Where annual changes are concerned, it can be expected that a 
good harvest causes a fall in prices (in our case, a fall in the rate 
of increase of prices) in the third and fourth quarters of the same 
year and in the first two quarters of the next year. Graph 10.4 
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supports that expectation. As good and bad harvests appeared in 
alternate years, the troughs and peaks of the price curve, with a 
small phasal shift, coincided with the troughs and peaks of the 
curve for agricultural production. That correspondence stopped 
after 1959, for after that year the two-year cycle of good harvests 
was interrupted. But the general regularity of the reverse move
ment of rates of increase of production and prices remained, with 
a certain lag. One cannot discern any sort of connection between 
annual changes of industrial and agricultural prices. However, 
from time to time there occurred a coincidence of inflationary pe
riods, as in 1954-1955, 1960-1961, and 1964-1966, and then a 
strong inflationary wave ensued throughout the country (see Ta
ble 10.5). 

What strikes one first about industrial prices is something that 
we have already emphasized - their very small increase, an over
all average of about 1 % annually in the period 1952-1964. There 
are not many countries in the world with such mild movements of 
industrial prices. That result is even more Significant because, 
in the same period, there was strong inflationary pressure from 
agricultural prices, as well as the pressure of frequent economic 
reorganizations. By rapid increases in labor productivity, as well 
as efficiency in the use of capital, industry succeeded in absorb
ing those pressures. But in 1954-1955 industrial prices began to 
follow agricultural prices. When that tendency attained its culmi
nation in 1955, the Federal Price Bureau was founded and permis
sion had to be obtained to raise prices. Those measures, accom
panied by the establishment of some maximum price ceilings and 
aided by corresponding credit policy, stabilized industrial prices 
in the following eight years. Reduced fluctuations express certain 
market laws. High industrial production lowers industrial prices 
and low production raises them (or the chain index of prices). That 
is a very important statement. It follows that in Yugoslav condi
tions industrial expansion does not lead (within certain sufficiently 

. large limits) to inflation but to better satisfaction of chronically 
unsaturated consumer demand. And the reverse also holds: in de
pressed periods there will be strong inflationary pressure because 
there is a tendency in those periods to carry out administrative 
increases in prices (1962, 1964 and 1965), as well as because of a 
(for now) still unidentified cause. These are not necessarily nor
mal characteristics of the market, but they are the reflection of a 
certain institutional system. (~) The effects are stronger when the 
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peaks and troughs of industrial and agricultural production cor
respond. 

The picture described changed abruptly at the end of the period, 
when there was an explosion of prices, agricultural as well as in
dustrial. That explosion was probably in part prepared by the ex
cessively rigid price policy in the preceding eight stable years. 
Some prices remained fixed too long and the profitability of pro
duction fell, while real personal incomes began to 1ag. In a num
ber of industries price stability was attained by subsidization, ei
ther direct or indirect (through reduction of tax obligations). E1ec-
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tric power production, coal, iron and steel, railroads and other in
dustries operated with subsidies, on the borderline of profitability 
or even with a loss. Instead of developing market relations, the . 
more convenient but dangerous path was taken of expanding every 
year the sphere of administrative price control. (~ And thus dis
parities accumulated underneath the apparently smooth level. In 
1961 industrial enterprises presented the Federal Price Bureau 
with demands for increasing the prices of 12,800 industrial prod
ucts; in 1964 the number of demands exceeded 69,000. (!> As a re
sult, when ways of equalizing conditions of economic activity and 
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of relieving the federal budget of various subsidies were empha
sized, it was possible to achieve a harmonization of prices only at 
a significantly higher level. Then there is the question of drastic 
administrative intervention, and whether it was necessary to wait 
eight years, or did there exist some more efficient solution? Ad
ministrative harmonization can eliminate only the most gross dis
parities and, in addition, it simultaneously creates new ones. 
Freezing of prices, which is the natural consequence of adminis
trative intervention, and which lasts for months, intensifies dis
parities and also creates new ones, for in a dynamic economy the 
relative relationships of costs of production constantly cha~ge. 
Therefore, in the succeeding period we can expect further distur
bance in the market. In fact, already in 1966 the Federal Price 
Bureau received the same number of demands for price increases 
as it did in 1964. 

Viewed from a longer perspective, however, the following con
clusion appears to be indisputable. Since in a turbulent twelve
year period, in which agricultural prices increased 10% annually, 
success was achieved in maintaining the stability of industrial 
prices, that stability can be preserved by an adequate price policy 
in the future to an even greater degree. That is so because the 
main disparities between agricultural and industrial prices have 
declined, and the significance of agricultural production in the so
cial product is decreasing. The adequacy of that policy depends 
on the factor which directs changes in industrial prices, and we 
shall now undertake to identify that factor. 

The recessions of 1961 and 1965-1967 showed that, along with 
all the monetary restriction and piling up of inventories, prices 
continued to increase, and even more than before. That paradox 
remained unexplained. It was believed - and experts hold the same 
opinion even today - that it is a matter of the deformation of an 
insufficiently market-oriented economy, a deformation that the Na
tional Bank has been attempting already for two years to correct 
by the artificial "limbs" of rigid monetary-credit restriction. It 
would seem more logical to me, however, to assume that the dif
ferences in the reactions of the Yugoslav economy in comparison 
to classical capitalist market economies do not result from the 
former's deformations, but from differences in the institutional 
system. Let us consider for a moment what happens in the course 
of a cycle. 

With the slowing down of the expansion of production, capacities 
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are insufficiently utilized, fixed costs (depreciation, overhead) per 
unit of output rise, and variable costs also rise, for the collectives 
- quite normally and quite properly - avoid dismissing their fel
low workers. Furthermore, in a rapidly growing economy average 
personal incomes increase rapidly, and they continue to rise with 
a certain inertia even when the recession has already begun. Em
ployment growth also continues after the beginning of the recession, 
for producers do not react immediately at the turning point of the 
cycle and, so it appears, it is a social-psychological characteristic 
of the decision-makers to make short-run forecasts by extrapolat
ing tendencies of the recent past. As a result of the phenomena we 
have described, nominal personal incomes rise faster than the pro
ductivity of labor and, under the pressure of increased unit costs, 
prices also rise. Since, fortunately, bankruptcy and massive dis
missals of workers do not enter into conSideration, the economy 
rapidly becomes illiquid; then, when the unavoidable credit injec
tions set it back on its feet, a new economic expansion begins in 
which all the cited reasons operate in the reverse direction, the 
pressure of costs slackens and prices stabilize or even fall. 

We must now submit this theory to an empirical test. Price 
movements are drawn on Graphs 10.1 and 10.2, which we analyzed 
earlier. The correlation between deflated total sales and the gen
eral retail price index is strong and negative. It follows that retail 
prices are in some way related to the physical volume of sales, 
but the relationship is such that prices rise when sales slow down 
and they fall (or rise more slowly) when sales accelerate. 

Graph 10.2 also presents data on increases in total personal in
comes in the economy. Unfortunately, we have at our disposal only 
annual data until 1964. But even that data is sufficient to observe 
that with the exception of 1958, when the points for personal 
incomes were below the line for sales (and when, therefore, all 
price indices were exceptionally low, as can be seen ,from Table 
10.5), personal incomes constantly rose faster than sales, and ac
cordingly also rose faster than production. There is therefore lit
tle doubt that the Yugoslav economy is so constructed that there 
are huge pressures to increase personal incomes. But the case of 
1958 shows that those pressures can be held in check even in a re
cession year. 

Since we have more data for industry, the line for the ratios be
tween nominal personal incomes and productivity of labor is drawn 
on Graph 10.1. Those ratios show the extent to which personal in-
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comes per employed person increase faster than the achieved in
crease in labor productivity in particular years. In order to elim
inate random deviations, four-quarterly moving averages of the 
original ratios are drawn. Since those ratios are continually 
greater than one, this means that incomes constantly rise faster 
than production, thl.!,s confirming the statement made for the econ
omyas a whole. The sole exception is 1962, when the ratio fell to 
one and - despite the depression, large credits, and great liquidity 
- industrial prices stabilized (see Table 10.5). 

The above analysis and careful study of Graph 10.1 show that 
there must be a quite strong connection between producers1 prices 
and the ratios of income excess - the shortened expression we 
use for the ratios of chain indices of nominal personal incomes to 
productivity of labor. The connection is such that high indices of 
producers' prices correspond to high ratios, and vice versa. Re
greSSion and correlation computations entirely support this 
hypothesis: 

XI = 49.7 +4?3 X" r=0.84 
(4,9) 

xJ =81.8+17.8 X" r-0,S7 
(4.8) 

(10.1 a) 

(10.1 b) 

Variable Xl represents the producers' price index for industrial 
products; X2 , the average ratio of income excess shifted in time 
by half a quarter ahead of the price index. Equation (a) refers to 
the whole period for which there are data, i.e., for 1957-1967; 
equation (b) excludes the last reform, i.e., the period from Janu
ary 1965 on. The standard errors are given in parentheses, as is 
customary. The regression coefficients are highly significant, 
even at the 1 % level. Interpretation of the results is very Simple. 
Let us take case (a): when the ratio of income excess is exactly 
equal to one (X2 = 1), the index of producers' prices equals 97; ac
cordingly, it is possible for incomes to rise faster than production and 
for prices nevertheless not to increase. The limit of income excess 
over productivity beyond which prices will increase is 6.5%; below 
that limit prices will fall. Finally, every increase of the ratio by 
0.1, i.e., an acceleration of the increase of incomes in relation to 
production by 10%, increases prices by 5%, or apprOximately half 
of the percent of income excess. These effects hold for some av
erage rates of growth and are modified to the extent that rates 
deviate from the average. 
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The results just obtained, as well as the earlier fundamental 
consideration, show the possibility of further improvement in ex
planations of variations in producers' prices. Namely, the pres-

- sure on prices does not depend only on how much the increase of 
average money incomes exceeds the increase of productivity, but 
also on the phase of the cycle in which that happens. The same ra
tio of income excess will exert more pressure on costs when pro
ductive capacities are underemployed than when they are fully uti
lized. In order to take this influence into account, we will construe 
variable x! as the difference between the index of growth and the 
index of income excess; therefore Xz equals the index of the phys
ical volume of industrial production minus the ratio of income ex
cess times 100. And this hypothesis is confirmed, for the correla
tions improve further. 

XI = 102.3-0,425 x2• r = 0.89 
(0.036) 

XI = 101.9-0.239 X, r = 0.72 
(0.043) 

(10.2 a) 

(10.2 b) 

The interpretation of equation (a) is now this: if the difference 
between the index of growth and the index of income excess in
creases by one, X~ = 1, the price will fall by 0.4; that difference 
must amount to at least 5.4 for producers' prices not to change. 
This means, then, that in periods of prosperity the ratio of income 
excess can be fairly high (e.g., 1.10 if the rate of growth is 15.5%) 
- in those periods the productivity of labor and average incomes 
both rise so fast that the pressure of income excess is not great -
and that prices nevertheless do not increase; and conversely, in de
pression even a small increase of the ratio, e.g., a ratio of 1.01 
with a rate of growth of 5%, will lead to price increases. To the 
extent that average incomes surpass productivity (and total in
comes - production) .by the same rate at which production in
creases, there is no difference between them and therefore X2 = 0, 
and the increase of prices is determined by the constant term. 
Since the constant term corresponds approximately to the average 
rise in producers' prices for industrial products, the equation can 
be interpreted (heuristically) as representing some average trend 
of prices (the constant term) about which prices oscillate down
ward or upward depending upon whether the index of production or 
the index of income excess is greater (X2 ~ 0). 

Comparing equations (a) and (b) in both pairs of equations shows 

145 



that inclusion of the reforms in the period considered raised 
the correlation and regression coefficients. That may mean two 
things: (1) either there were changes in the reactions of economic 
decision-makers, so that the factor of income excess has an even 
greater quantitative effect on prices and explains them to a great
er extent; or (2) the index of producers' prices in the last nine 
quarters which correspond to the reform (when the turnover tax 
was removed from production) is a better expreSSion of true pro
ducers' prices. A combination of both factors, by which the effects 
are strengthened, is naturally also possible. It will not be possible 
to answer this question until more time has elapsed or we obtain 
reconstructed series of the index of pure producers' prices from 
the Federal Statistics Bureau. 

The coefficient of correlation r = 0.89 between the index of pro
ducers' prices and the complex variable X2 means that by use of 
the difference between the index of growth and the index of income 
excess we have succeeded in explaining about 80% of current vari
ations in producers' prices. That undoubtedly establishes the dom
inant factor in the formation of producers' prices. The earlier 
mysteries as to how prices rise when money is in short supply 
and inventories are increasing are now easily explained. However, 
it would be useful if we could explain some of the remaining 20% 
of price variations. 

It is natural to assume that credit emissions influence prices, 
and therefore that price variations can be explained at least par
tially by variations in credit. It is also obvious that credit must 
be placed in relation to something that it serves. We ascertained 
earliu that, in industry, credit follows inventories. Accordingly, 
our second independent variable, X" , may represent the ratio of 
chain indices of total credit for working capital and of the physi
cal volume of industrial inventories. It seems plausible to as
sume - in fact it is a very widespread assertion upon which all 
justification of restrictive credit policy is founded - that prices 
will rise with values of that ratio above one, and that prices will 
fall when credit expands more slowly than inventories. However, 
this assumption not only cannot be verified, but in the conditions 
of the Yugoslav economy it is shown to be mistaken. Inserting X, 
in equation (a) shows that the corresponding regression coefficient 
is inSignificant even at the 10% level. Inserting XI in equation (b) 
yields a regression coefficient that is significant at the 5% level, 
but is negative, which is contrary to the assumption. The latter 
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result means in effect that faster expansion of credit in relation 
to inventories results in a fall in prices. This paradox is easily 
solved when we recall that credit stimulates production, expansion 

- of production reduces costs, and lower unit costs exert less pres
sure on prices. 

As we have already emphaSized, there are no quarterly data 
for the economy as a whole, as there are for industry, and there
fore it is not possible to draw such strong conclusions. It is nec
essary, nevertheless, to try to determine what can be done with 
the existing data. We will therefore attempt to explain the move
ments of industrial retail prices and the general retail price index. 

XI ~ 42.1 T 56.4 x" r = 0.77 
(13.0) 

XI = 103.4-0.574 x" r = 0.88 
(0.085) 

(10.3) 

(10.4) 

In both equations the variable Xi represents the retail price in
dex for industrial products. X2 in equation (10.3) signifies the ra
tio of the chain index of total personal incomes in the economy (ex
cluding the private sector) to the index of the total social product 
(excluding the social product of agriculture), and therefore it re
fers to the already familiar ratio of income excess. X2 in equa
tion (10.4) is constituted in the same way as in equation (10.2), 
i.e., it represents the difference between the index of growth of the 
social product (excluding agriculture) and the index of income ex
cess as defined in (10.3). All data are annual and relate to the pe
riod 1952-1967. From the definition of the variables used it can 
be seen that they are by no means theoretically ideal. However, 
the results are surprisingly satisfactory. Now the correlation is 
high and increases in moving from the simple to the complex vari
able X2 • Accordingly, the interpretation and conclusions drawn 
from the analysis of equations (10.1) and (10.2) hold. 

XI = 36.27 ·c 64,16 x2' r = 0,90 
(6,70) 

XI = 107,73-0,436 X2' r=O,90 
(0.046) 

(10.5) 

(10.6) 

The general retail price index is explained by equations (10.5) 
and (10.6), where it is the dependent variable. X2 in (10.5) is de
fined as the ratio of chain indices of personal incomes to deflated 
total sales. ~ in (10.6) Signifies the difference between the index 
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of growth of deflated total sales and the index of income excess as 
defined in (10.5). The data are annual for the period 1955-1963, 
and quarterly for 1964-1967. Given the apparently chaotic move
ment of sales and the crudity of the deflator adopted, the correla
tion coefficients obtained are all the more surprising. The differ
ence between the use of the simple and complex variable X~ is 
now combed out. The strength of the correlation may possibly be 
explained by the fact that quarterly data are used for the period 
from 1964 on, and therefore that period receives four times great
er weight in relation to the preceding period, for which we have 
only annual data. And precisely for the period 1964-1967~ as we 
saw earlier, there are strong indications that a firmer link 
emerged between relative movements of personal incomes and 
price variations. 

It is useful, next, to verify the hypothesis about credit. There
fore variable X~ , which in one variant represents the ratio of chain 
indices of credit for working capital to chain indices of the social 
product in constant prices (excluding agriculture), is also inserted 
in equation (10.4). The meaning of the first variant is the assump
tion that credits cover inventories, and of the second that they are 
proportional to the physical volume of sales, and that deviation 
from these norms affects prices. In equation (10.6) the ratio of 
credit to deflated sales is inserted as Xs. In all three cases the 
regression coefficients with the credit variable are inSignificant 
even at a level of 10% .. 

Thus it is fairly certain that credit movements do not explain 
price variations. Are there other, additional factors that explain 
that remaining 20% of variation of producers' and retail prices? 
At this moment the answer to that question is not known. However, 
it is entirely possible that, with corrected indices of producers' 
prices, the ratio of income excess explains more t~n80% of the 
variation, of which we mentioned one indication before. In that 
case it may be that there are no additional systematic individual 
factors. (~) But only further research can bring greater certainty 
to this question. 

One of the very popular candidates for explaining variations in 
prices is investment. It is said that a high level of investment in
flates demand and the latter, when it exceeds supply, results in 
price increases. The lack of satisfactory quarterly series for in
vestment prevents us from directly examining this hypothesis. In 
addition, here an entire economic model, whose construction lies 
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outside the framework of this study, would be necessary for an 
adequate analysis. However, something can still be said as of this 
moment. The entire social demand in a period corisists of inter-

- mediate goods, personal and public consumption, exports, and in
vestment. Juxtaposed to that demand are the flows of production 
and import capabilities. To the extent that the two spheres are 
not equal, there will be disturbances that will be reflected in 
prices. However, the component of demand which contributed to 
that situation is not known in advance. Accordingly, the frequent
ly drawn conclusion that the existence of an overall surplus of de
mand indicates that there has been excessive investment repre
sents an economic non seqUitur. What is more, it can happen that 
the two spheres are the same in volume but diverge significantly 
in structure - for example, in 1966-1967, when investment was 
sharply reduced - and result in large disturbances, scarcity of 
one commodity, and unsalable stocks of another. Investment can 
therefore function as a disturbance factor on the market only if it 
further increases even when producers of investment goods are 
already fully utilizing their capacity while import possibilities are 
exhausted. I do not know of any serious study in this area, and the 
existing empirical analyses give no indication whatever that in , 
relation to available capacities and the possibilities for imports, 
the surplus of investment demand is greater than the surplus of 
demand for intermediate goods or consumer goods. 

We can now proceed one step further. Since investment is syn
chronized with business cycles, i.e., expands in upswings and falls 
in the downturns of the cycles, while prices fall in upswings and 
increase in downSWings, it is hardly probable that expansion of in
vestment results in a rise in prices as a whole (although, let us 
say, producers of some construction materials can temporarily 
exploit the boom by inflating their prices, etc.). But viewed in the 
longer run, investment naturally reduces prices because it accel
erates production and raises labor productivity. 

Finally, it is necessary to note that this examination of the 
mechanism of fluctuations of producers' prices and retail prices 
represents only the beginning of a study of the inflationary mech
anisms in the Yugoslav economy. Our task was limited by the 
framework of this study. Improvement of data and the construction 
of new time series will make possible increased accuracy in the 
explanation of price formation. Construction of economic models 
will make it possible to discover new relationships. Experimen-
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tation with averaging and lags will improve regression relation
ships. And in the meantime economic policy can rely dependably 
upon the following conclusion: if average personal incomes do not 
increase faster than the productivity of labor, other things being 
equal, prices in the Yugoslav economy will be perfectly stable. 
Monetary-credit policy has no direct connection whatever with the 
realization of that task. Efficient control of overall movements of 
personal incomes can most probably be attained by fiscal measures. 
And the task of monetary-credit policy must be limited exclusively 
to providing the economy with money when and where the rational 
allocation of resources demands it. 

Notes 

1) Industry: 
a) XI = 23.9 + 0.820 X: , XI = the index of deflated sales of 

(0.211) industry 

b) X. = 13.7 + 0.910 X:! , ~ = the index of the physical vol-
(0.159) ume of industrial production 

Economy: 
a) Xt = 0.510 + 0.982 X:,' XI = the index of deflated sales of 

(0.193) the economy 

b) XI = -1.34 + 1.008 X: , X:!. = the index of the physical vol-
(0.184) ume of industrial production 

In equations (b) the periods of both reforms are omitted, which re
duces the standard errors of the regression coefficients and in
creases the correlations. 

2) In fact, just the reverse effects have been considered up to 
now as normal reactions of the market: growth of production lead
ing to inflation, and retardation of production conditioning deflation. 

3) In 1958, prices were controlled in 10 industries out of a total 
of 20; in 1962 - in all industries except shipbuilding. In 1962, in . 
16 industries 60-100% of the value of production was included in 
price control (K. Dzeba and M. Beslac, Privredna reforma, Zagreb, 
Stvarnost, 1965, p. 71). In 1964 about 60% of industrial products 
were under control; in the first quarter of 1965 industrial and other 
prices were frozen, and up to the end of 1965 less than 50% of 
prices were liberalized, so that the situation in that respect was 
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not essentially better than in 1964. 
4) I. Karli, Kriticki prikaz rezima cijena prije i poslije reforme 

(Zagreb: Institute of Economics, 1967), p. 27. 
5) In investigations such as ours it is always useful to test the 

influence of an eventual time trend. That testing showed that in all 
the equations, with the single exception of equation (10.2 a), the co
efficient of the time variable is inSignificant even at a level of 
10%. In the exception mentioned it remains inSignificant at 1 % (in
creasing the previous .coefficient of correlation by 0.90), Thus we 
can conclude that there is no time trend in the explanation, 
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CHAPTER 11 

CYCLES OF EXPORTS AND IMPORTS AND THE 
INFLUENCE OF INTERNATIONAL TRADE 

11.1 Introductory Theoretical Considerations 

It can be assumed that in an economy which has a relatively 
large and chronic balance of payments deficit and which works 
without the necessary foreign exchange reserves, fluctuations in 
exports and imports will Significantly affect economic fluctuations. 
Let us begin our analysis with one of the standard considerations 
in the theory of international trade. 

The basic economic balance that equalizes sources and the use 
of resources can be represented by this equation: 

Sources 
C+G+S+M 

= 
= 

Use 
C+G+I+X 

(11.1) 

where C represents that part of personal income which is spent on 
consumer goods, G is governmental expenditures on noninvest
ment goods, S is saving (!) (accumulation), I represents invest
ment, and M and X are imports and exports. Since C + G are the 
same on the left and right sides, equation (11.1) reduces to 

S+M=I+X (11.2) 

and net saving = net exports: 

S-I=X-M (11.3) 
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Let us assume for a moment that investment is determined by a 
plan - as, in fact, it is, even though these plans are usually not 
carried out - and that the saving function of national income is, 
for the sake of simplicity, a linear function. Let us then assume 
that exports are fixed, for they are determined exogenously by the 
possibilities of sale on the international market (which is only 
partially correct), and that imports are a linear function of pro
duction. Let us draw such a graph. 

The most frequent situation in the Yugoslav economy is repre
sented by the thick line on Graph 11.1. In that situation production 
amounts to Y I , and is achieved with a balance of payments deficit 
that is financed by negative internal accumulation. We can define 
economic equilibrium as the absence of a balance of payments def
icit: X - M = O. Under the assumption that we do not change any
thing in foreign markets, equilibrium will be restored at Y2, where 
either internal accumulation will be increased at the expense of 
personal and governmental consumption or investment will fall. 
Since the new production is less than the preceding amount Y2 < YI , 

such an economic policy, whether in its first or second variant, is 
not desirable. We see further that equilibrium can be attained also 
at production Ys , which is greater than both preceding levels: 
Ys> Y I> Y2 • We can attain that desirable result by an economic 
policy that changes the conditions of foreign trade, whether by an 
increase of exports with a given level of imports, or a reduction 

Net saving 

Net exports 

Graph 11.1 ESTABLISHING ECONOMIC EQUILIBRIUM 

(S-LlS)-1 
or S-(I-AI) 

8-1 

1------~"E-....,._+__7E_----- Production 

(X_AX)-M 

or X-(M-AM) 
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of imports with a given level of exports, or a combination of both. 
Such an economic policy is realized, first of all, by an adequat~ 
change in the productive structure of the economy: reinforcement 
of those sectors of the economy in which the country has compara
tive advantages, as well as those which produce import substi
tutes. It is important to observe an asymmetry in the two groups 
of economic policies cited: the latter requires significantly more 
time than the former because it is necessary to change the struc
ture of production, and not only to correct the volume of consump
tion by financial instruments. It is not surprising, therefore, that 
policy-making bodies, especially in unplanned economies; take the 
path of least effort and orient themselves toward the first group, 
which results in contraction of production. In connection with our 
graph we must still call attention to level of production Y4 which, 
along with the application of both groups of economic policies, re
sults in a balance of payments surplus, but with a lower level of 
production than is objectively possible. 

Having made these preliminary remarks, we can proceed to an 
empirical analysis of the effects of imports and exports on indus
trial cycles. Since we considered imports and exports of agricul
tural products earlier, we will now analyze foreign trade in indus
trial products. This separation of agricultural products is justi
fied because the agricultural deficit was financed to a large ex
tent by non commercial means. We take into account imports of 
all industrial products, and not only those that are used in indus
try. This involves the exclusion of some agricultural raw materi
als, such as leather, wool and cotton, which we will correct some
what later. But investment and COl1-sumption goods are included, 
which is important for observation of the total effect of industrial 
variations; the total effect consists of the primary effects of chang
ing production on the expenditure of intermediate goods and of the 
secondary effect on income from which investment and consump
tiim are financed. 

First we must solve yet another statistical problem. Along with 
the index of imports and exports, it is necessary to construct an 
instrument that will measure the aggregate effect of exports and 
imports. That can be achieved by correlating either the absolute 
quantities of exports and imports or their rates of growth. Since 
with sufficient time the economy can adapt to various sizes of the 
foreign trade deficit, the relationship of the absolute quantities 
would be a' biased measure of the effects of foreign trade on short-
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run economic movements. Consequently it would be necessary to 
use the indices of change of those relationships., But then it is 
simpler to work directly with the relationships of the index of 
growth of imports and exports. Accordingly, our indicator, which 
we will call the index of divergence in the growth rates of imports 
and exports of industrial products, will appear thus: 

chain index of imports x 100. 
chain index of exports 

An increase in the index, i.e., a widening of the divergence, means 
that imports have accelerated - and not Simply increased absolute
ly - in relation to . exports; similarly, a reduction of the index, a 
narrowing of the divergence, shows a retardation of imports in 
relation to exports. The reason why we place imports in the nu
merator and exports in the denominator will be clear from the 
analysis of Graphs 11.2 and 11.3. Since the random fluctuations 
of imports and exports are not the same, it is necessary to achieve 
comparability by use of moving averages. The industrial indices 
are given, as earlier, on the basis of 4-quarter moving averages. 

11.2 Basic Empirical Findings 

On the basis of the above considerations, Table 11.1 and Graphs 
11.2 and 11.3, which tell an unexpected tale about the functioning 
of the Yugoslav economy, are worked out. To the extent that I am 
able to read from the graphs, that tale has ten parts. 

1. The index of divergence represents a concentrated expres
sion of international trade. For the sake of comparability, the 
scale of the index of divergence is shifted so that the average in
dex of divergence - which amounts to 99 for the period considered 
- corresponds to the average index of annual growth of industrial 
production - which amounts to 112.3 for the period under consid
eration. It is noticeable that exports and imports fluctuate signif
icantly more than industrial production, and that the amplitudes 
of the index of divergence are even somewhat greater. Industrial 
imports and exports fluctuate Significantly more than total exports 
and imports. From these observations it follows that: 

a) international trade is an additional factor of economic in
stability (2); 

b) imports and ~xports do not change in a parallel direction; 
there is a tendency for fluctuations of imports and exports to 
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occur in different directions; 
c) since exports fluctuate significantly less than imports, and 

fluctuations of industrial imports are especially large (four times 
larger than production), the cause of refractions in economic move
ments must be sought especially in imports. 

2. Ther~ is exceptional correspondence between industrial cy
cles and the index of divergence: accelerative and retardation 
phases conform with a certain lag. The peaks of the index of di
vergence lag behind the peaks of industrial cycles by 1-3 quarters. 
It follows that acceleration of industrial production leads to a rela
tive increase in the trade deficit. Pressure on foreign exchange 
reserves increases, foreign exchange is all the more rigidly allo
cated, and it is increasingly difficult to obtain the necessary im
ports on time. This strain at a certain moment brings on the turn
ing point of the cycle. As a result of the pressure of earlier or
ders, imports still increase for some time at the expense of the 
balance of payments deficit, but it is already late and, besides, the 
payments deficit becomes insupportable. The solution is found in 
reducing the tempo of importation, which further reduces the rate 
of growth of industrial production. We obtain the cycle. 

The troughs of the index of divergence lag behind the troughs of 
industrial production by 1-2 quarters. These troughs correspond 
to the troughs of the import cycles. That fact indicates that im
ports probably do not contribute fundamentally to the turning up
ward of the cycle. Besides, it can be assumed that imports are at 
least partially a technological function of production. The position 
of exports is otherwise. 

4. To the extent that exports are determined by the possibilities 
of sale on the international market, they will reflect fluctuations of 
that market. Since until recently the Yugoslav market was sepa
rated from the world market to a considerable degree, external 
and internal economic fluctuations would have to be distinguished. 
We see, however, that export cycles show definite regular behav
ior in relation to industrial cycles. Accordingly, they are at least 
partially internally conditioned. Furthermore, when production 
capacity is uniformly utilized, and investment is carried out in cy
cles, the investment potential would be increased in cycles with a 
shift equal to the gestation period. Graphs 5.4 and 5.5 show that 
the investment and industrial cycles correspond very well. Now, 
it is known that the average gestation period of investment in Yugo
slav industry is shorter than 3t years - as long as the duration 
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of the production cycle. It is also known that industrial capacities 
are utilized very unevenly. Consequently, investment cycles do 
not condition export cycles. 

The next assumption is related to aggregate demand. To the ex
tent that the rate of growth of industrial production increases, the 
expansion of internal production also increases and - through in
comes - investment and consumption demand increase. Insofar 
as exports represent residual quantities - which until now has 
often been the case in the Yugoslav economy - then expansion of 
internal demand means a reduction of export potential. The graphs 
show that this assumption is justified. For similar reasons im
ports move in the opposite direction. Therefore the peaks (troughs) 
of import cycles often approach or correspond to the troughs 
(peaks) of export cycles. 

5. In accordance with the just-mentioned assumption, it is to be 
noted that the peaks of the export cycles precede the peaks of the 
industrial cycles. Accordingly, reduction of the tempo of export
ing strengthens the negative effects of the increased tempo of im
porting and the combined effect leads to a turning of the cycle 
downward. One can see, however, that the troughs of exports also 
precede the troughs of industrial production. It can therefore be 
concluded that expansion of exports represents one of the factors 
which transform the retardation phase of the industrial cycle into 
the accelerative phase. Both effects point to the exceptional im
portance of exports for the stability and expansion of the Yugoslav 
economy. 

6. The graphs show that until 1961 there was a tendency for ex
ports to grow at a declining rate, and that from 1961 until 1966 the 
expansion of exports again accelerated. In the period 1953-1961 
the rate of growth of the value of industrial exports was cut in 
half: from about 20% at the beginning of the period to about 10% at 
the end. For the whole period 1952-1965 the rate of growth, ac
cording to current foreign trade prices, amounted to about 15%. 
The acceleration of export expansion in the last cycle was obvi
ously the consequence of economic policy which, from the end of 
1960 on, was oriented toward pressing ahead with the inclusion of 
Yugoslavia in the world economy. The analysis thus far unambigu
ously confirms the correctness of that orientation. But from 1959 
the rate of industrial imports also increased (1952-1965, 10.5%; 
1959-1965, 11.9%) because of inadequate changes in the productive 
structure (the lagging of industries that produce import substitutes), 
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Table 11.1 

Turning Points and Amplitudes of Cycles of Industrial Production, Exports and Imports, and Index of Divergence 
(4-quarter moving averages) 

Exports Imports Index of Divergence 
Industrial Total Industrial 
Production Industrial Turning Points Total Industrial Total 

Peak IV/1954 11/1955 11/1955 11/1955 11/1955 
Trough 1/1956 11/1955 11/1956 11/1956 11/1956 11/1956 

Peak 1/1957 11/1957 11/1956 111/1957 11/1957 IV/1957 m/195'7 
Trough 111/1958 11/1958 1/1959 1/1959 IV/1958 1/1959 . IV/1958 

Peak 1/1960 11/1959 111/1960 11/1960 11/1960 11/1960 IV/1961 
(IV /61) (11/60) 

Trough 1/1962 111/1961 IV/1961 m/1962 111/1962 m/1962 IV/1962 

Peak IV/1963 IV/1962 IV/1962 11/1964 11/1964 11/1964 1/1964 
(Trough) 1/1964 1/1964 11/1965 11/1965 11/1965 11/1965 

(Peak) m/1965 IV/1965 11/1966* 11/1966* ? ? 
Trough m/1967* ? ? ? ? ? ? 
Lag (+) or Lead (-) in quarters in relation to industrial production: 
Peak -2.0 -1.7 +1.8 +1.5 +2.0 +3.0 
Trough -1.5 -2.0 +1. 7 +1.3 +1.7 +1.7 

Amplitudes (Differences Between Indices at Turning Points) 

Peak 
Trough 12 37 31 36 45 

Peak 10 20 68 36 57 35 
Trough 8 18 18 67 42 58 27 

Peak 7 14 9 40 21 38 27 
Trough 12 24 19 36 21 42 38 

Peak 13 38 30 40 29 48 36 
(Trough) 24 18 41 29 44 33 

(Peak) 16 12 24 22 ? ? 
Trough 18 ? ? ? ? ? ? 

Average 11 22 18 44 29 46 34 

*Forecast 
Source: Indeks, 1952-1967. 



so that the index of divergence in the two subperiods was not es
sentially changed. One must also add that in the second subperiod 
there was a reduction in the rate of growth of agricultural produc
tion, which meant that the expansion of industrial exports - to
gether with the expansion of invisible exports - was neutralized 
by the expanSion of industrial imports and the lagging of agricul
tural exports. Therefore, despite all the beginnings in that direc
tion in the period 1961-1966, it was not possible to achieve a freer 
internal market, liberalization of foreign trade and currency regu
lations, and stabilization of the economy on the level of 3: high rate 
of growth. And the most recent economic measures unfortunately 
fall in the first group, which yields quick results but leads to a re
duction of production. 

7. It is of interest to call attention to an anomaly in the move
ment of industrial imports and, especially, of industrial exports 
during 1961. After the acceleration of exports at the beginning of 
1959 abruptly ceased, a drop occurred that continued in the follow
ing year. In the middle of 1960 export acceleration began again, 
but was no more able to stop the economic retardation which be
gan at approximately the same time. An insufficiently prepared 
reform of foreign trade and exchange regulations was carried out 
at the beginning of 1961. The reform conditioned a sharp retarda
tion of exports and some acceleration of imports. Because of that 
the trade deficit, financed by loans obtained to implement the for
eign exchange reforms, increased - which is shown on the graph 
by a temporary upswing of the index of divergence. The fall of the 
divergence index continued until 1962. That lag of one year re
sulted in a widening of the trough of the cycle for one year. Total 
exports and imports also had very similar movements, and for the 
same reasons. The reform of 1965 had somewhat different effects. 
By then the economy was already to a much greater degree a mar
ket economy, and devaluation immediately led to an acceleration 
of exports and a deceleration of imports. However, the effects of 
devaluation were soon exhausted, and the insufficiently thought-out 
liberalization opened the door to uncontrolled imports, so .that the 
divergence between exports and imports quickly began to widen. 

8. For the reasons cited, the reform of 1965 is interpolated by 
an additional cycle of exports and imports. It is characteristiC, 
however, that the export expansion and import contraction in 1965 
did not succeed in stopping the retardation of general economic 
movements. It is obvious, therefore, that although foreign trade 
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expansion aids the recovery from depression, it is not sufficient 
by itself to reverse economic movements. 

9. Agricultural imports and exports are included in total im
ports and exports. Earlier, aid was included in agricultural im
ports, a practice by which economic relationships are distorted. 
Agricultural exports depend substantially upon weather conditions. 
Since to a great extent agricultural trade involves food, which has 
priority in consumption, total trade will be more stable than indus
trial, as is shown especially by import amplitudes in Table 11.1. 
However, the more sensitive industrial trade will more precisely 
reflect economic interdependence. But it is interesting that the 
lags and leads in total and in industrial trade are approximately 
equal. That probably occurs because industrial trade accounts for 
a very high percentage of total trade (75% of exports and 86% of 
imports in 1959-1960). 

10. It remains for us to look at still another phenomenon that 
appears to be regular. With the exception of the second peak for 
industry and the first for the economy as a whole, the peaks of the 
divergence index move in the region of 114-121 for industry and 
114-117 for the economy. The troughs of the divergence index 
move in the region of 78-73 and 90-78 respectively. This hypothe
siS may therefore be stated: in a situation in which import expan
sion exceeds export growth, the former grOwing at a rate of 14-
21 % and the latter at 14-17%, there emerges an unrestrainable re
tardation of development; after the revival has begun, export ex
pansion can exceed import growth by a maximum of 28-37% (1/0.78, 
1/0.73) compared with 11-28% (1/0.90, 1/0.78). But since import 
expanSion lags behind production by 4-5 months, a still significant
ly smaller widening of the divergence in exports and imports than 
that cited will condition refractions of economic movements and 
turn the cycle downward. The graphs show that this happens when 
the divergence widens to 106-111. Accordingly, when in the course 
of the boom the increase of imports exceeds the increase of ex
ports by about 6%, it is necessary to sound the alarm and to take 
energetic measures t~ prevent further widening of the divergence 
in trade. Insofar as this is not done, the economy will quickly en
ter into a cumulative retardation of growth. 
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11.3 Intermediate Goods Imports and Other Questions 

After having examined, along with industrial exports, the behav
ior of total imports of industrial products, it would be useful to 
study imports of raw materials and other intermediate goods for 
industry. We can assume that this importation is to a large degree 
technologically determined, and that it will therefore be closely 
correlated with industrial production. In this analysis we will use 
the work of S. StamenkoviC and D. Pirec. (~ 

The authors calculate their regressions on the basis of semi
annual data for the values of imports and exports and of the physi
cal volume of production of industrial goods for the period 1957-
1964. As a function of imports they use a cubic parabola, as a 
function of exports - a quadratic parabola; in both cases the inde
pendent variable is industrial production, and the variables are ex
pressed in annual rates of growth. The coefficient of determination 
for imports is 0.8, and for exports - 0.5. That difference in cor
relation must be expected because exports are much less techno
logically determined than imports. 

Research shows that with a slow expansion of industry, imports 
of intermediate goods increase more slowly than production, and 
the difference widens up to an industrial rate of growth of about 
9.8% and then narrows; with a rate of growth of industrial produc
tion of 13.5%, imports of intermediate goods rise at the same rate, 
but.if the expansion of industry accelerates still further, the rate 
of increase of imports exceeds the rate of growth of production 
even faster. As regards exports, the differences between exports 
and productive power decrease after a rate of industrial growth of 
11.2%, and beyond a 13.7% growth of industry the expansion of ex
ports of industrial products begins to slow down (the maximum is 
14.8%). Since exports rise slower but imports increase faster, at 
a certain rate the result is a maximum difference between these 
rates of growth. That happens when industry grows at a rate of 
10.5%, which determines a 12.7% increase in exports and a 5% in
crease in imports; this represents the most favorable possibility 
for the foreign trade balance of industry. When the rate of growth 
of industry increases to 13.7%, the rates of increase of exports 
and imports equalize. 

From the above data the authors draw the conclusion that the 
optimal rate of growth of industrial production is somewhere 
around 10.5%. (!) That conclusion is mistaken. What appears as 
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optimum is the result of a particular economic structure and the 
rate of its adjustment. Given more adequate changes in the produc
tion structure, the "optimal" rate of growth may be raised signifi
cantly; given poor economic policy, it may also be lowered signifi
cantly. Indeed, if in order to achieve short-term effects, industrial 
expansion were reduced by financial measures to 10.5%, and noth
ing were done to change the production structure, the economy 
would adjust to the new rate and the "optimal"rate would be per
ceptibly lowered. Instead of the optimal solution we would have a 
retardation of economic growth. 

But a second conclusion which corresponds to the facts is possi
ble. If the rates of export and import expansion equalize when in
dustry grows at a rate of 13.7%, industry cannot grow by a higher 
rate than that in the longer run. Indeed, in the longer run we can 
expect a lower rate. And in fact in the 1957-1964 period, industry 
expanded at a rate of 12.1 %, and in the 1952-1964 period - at a 
rate of 12.4%. It is evident that these are not the highest possible 
rates of industrial growth since Japan and Bulgaria achieved rates 
of 14.1 % and 13.7% in the 1952-1963 period. (§) 

There remains, finally, still another question that must be con
sidered. Reduction of the excessive expansion of imports at high 
rates of growth depends upon the possibility of developing import
substitute industries. In that regard the potentialities of the Yugo
slav economy have obviously not been utilized; agriculture, the iron 
and steel industry, and the entire sector of intermediate goods lag 
behind the needs and possibilities for development. With respect 
to exports, however, it is not only a matter of pressing export
oriented industries; there is also the question of the possibilities 
for sales on the world market. Since the Yugoslav economy expands 
Significantly faster than the world average, that must also hold for 
Yugoslav trade. In the decade 1955-1964, world exports increased 
at a rate of 6.5% annually. In that decade the physical volume of 
total Yugoslav exports grew at a rate of 13.5% (12.5% in the period 
1951-1964) (~, or twice as fast as the world average. This means 
that it is necessary to conduct a very aggressive export policy, for 
it is not only a question of penetrating new markets, but of wresting 
markets from exporters who were there earlier. To what degree 
is that possible in the longer run? That is obviously a practical 
rather than a theoretical question, and the answer must be sought 
in the results achieved by other countries. In the same period 
Japan achieved an annual average rate of growth of exports of 
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14.8% (7), and the rates for West Germany and Italy in the decade 
1950-1960 were 14.8% and 12.1 %. (~ Since these cases involve a 
significantly greater volume of exports than in the case of Yugo
slavia, it is obvious that such rates of export expansion can also 
be attained by Yugoslavia. And since the highest rates of export 
expansion are achieved by the countries with the highest rates of 
economic growth, we have additional support for our earlier con
clusion that exports area precondition of growth. 

However, exports cannot be achieved irrespective of price. If, 
for example, we stroll through Rome and compare the prices of 
consumer goods with the prices in Belgrade, we notice that they 
are, with some exceptions (e.g., automobiles), equal. However, 
the exchange rate of the dinar is twice as unfavorable as that of 
the lira. The impression of the tourist is confirmed by systematic 
research carried out in the Yugoslav Institute of Economic Studies. 
(9) In 1962 the internal purchasing power of the French franc was, 
o;;'erall, 14% greater than that of the new dinar and the exchange 
parity was 52% more favorable, while today it is 150% more favor
able. Part of the difference is explained by the regular deviations 
of exchange parity from the parity of purchasing power in less de
veloped countries in comparison with the more developed countries. 
But there is still a large part of the difference that must be ex
plained by other factors, such as: (a) the exporting of products in 
which the country does not have comparative advantages; (b) sub
standard quality; (c) poor organization of foreign trade (10); (d) the 
costs of capturing and wresting away the market. It would be im
portant for correct economic policy to examine and quantify the 

, comparative effects of all these factors. To the extent that the dif
ferences cited are not economically justified, Yugoslavia is giving 
the substance of its production to its trading partners without 
payment. 

Notes 

1) The term "saving" seems to me scientifically more accurate 
than "accumulation," for it is a question of ex ante analysis. Ac
cumulation is an ex post phenomenon. Ex post saving and accumu
lation are identical. 

2) A. Maddison comes to the same conclusion in his analysis of 
postwar fluctuations in 14 West European and North American coun
tries: "The coincidence of the timing of fluctuations in trade in re-
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lation to movements of production clearly indicates that those fluc
tuations in trade and production are closely connected in almost 
all the periods and countries" ("Growth and Fluctuation in the 
World Economy, 1870-1960," Banca Nazionale del Lavoro Quarter
ly Review, June 1962, pp. 32-33). 

3) S. Stamenkovic and D. Pirec, "Analiza medjuzavisnosti nekih 
agregatnih velicina u jugoslavenskoj privredi," Ekonomist, 1965, 
No. 3, pp. 429-439. 

4) Ibid., pp. 438-439. 
5) Z. Popov, "Zemlje s najbrzim privrednim razvojem," Ekon

omska analiza, 1967, No. 1-2, pp. 112-122. 
6) SGS 1965 and 1962, pp. 231 and 185. 
7) See A. Maddison, "Japanese Economic Performance," Banca 

Nazionale del Lavoro Quarterly Review, December 1965, p. 36. 
8) A. Maddison, "Growth and Fluctuation in the World Economy," 

op. cit., p. 18. 
9) S. StajiC, Kupovni paritet dinara, work in progress. 

10) K. Dzeba and M. Beslac state: " ... in England our bacon is 
sold 10-15% cheaper than Danish bacon because of poorer quality, 
while in Vienna and Munich our fruit is 10-20% cheaper than Italian 
fruit - also because of poorer quality and bad packing. In interna
tional markets many of our machines and other industrial goods 
also obtain prices that are lower by 10-20% in comparison to those 
of other producers because of construction, quality, and their being 
out of date" (Privredna reforma, [Zagreb: Stvarnost, 1965], p. 24). 
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Chapter 12 

ADMINISTRATIVE CYCLES AND THE INFLUENCE .OF 
ADMINISTRATIVE INTERVENTIONS 

12.1 Cycles of Legal Regulation 

The meaning of decentralization in the economy lies in extension 
of the autonomy of direct producers. The actual degree of autono
my and, accordingly, the real success of decentralization depend 
on the degree to which administrative interventions are absent. 
There are probably various ways of measuring the extent of ad
ministrative interventions. One of the simplest and most obvious 
follows from the assumption that the scope of administrative inter
ference in the economy is reflected in the size of the Official Ga
~. (!) We will use that measure in further analysis. Let us be
gin with the assumption that the Federal Official Gazette sets in 
motion - and at the same time indicates - waves of administra
tive regulation in general. 

However, measurement of the organizational state of the Yugo
slav economy is not simply a matter of academic interest. It is 
clear that frequent reorganizations and waves of new regulations 
(not infrequently, regulations that are retroactive and mutually in
compatible) must have a negative effect on the efficiency of busi
ness activity. Often unforeseeable changes in the parameters of 
business activity introduce unrest and uncertainty into the economy, 
and forecasts and long-run calculations become impossible; eco
nomic organizations are oriented toward the extraction of privi
leges from economic policy bodies instead of serious program
ming, toward consciously irrational expenditures instead of an 
economically substantiated investment program, toward specula
tion with loopholes in the regulations instead of the organization 
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of production. Moreover, every wave of new regulations demands 
a period of adaptation during which the efficiency of business ac
tivity falls - instead of growing; and, because of the inherent in-

- stability of the economy, such adaptations can cause cumulative 
retardation of growth. Our task is to examine the correctness of 
such an assumption and to quantify the effects. 

Let us first consider the lawmaking activity of the Federal Par
liament and Federal Executive Council. 

In the fourteen years covered, every three days brought a regu
lation issued at the level of the Administration or Parliament. In 
addition, the Federal economic secretariats and banks produced 
rules, orders, instructions, decisions, and solutions (245 in 1965). 
When we take into account the regulations of the republics and lo
calities, and subtract holidays and vacations from the annual time 
available, it follows that every working day brought some adminis
trative surprises. However, this does not exhaust all the possibil
ities for administrative pressure. State bodies (2), the National 
Bank, and the Social Accountancy Service also rutve their internal 
regulations; they also change and, by the nature of things, even 
faster and more often than legislative acts. Economic organiza
tions and their leading cadres bear a huge burden, and therefore 
it would not be surprising to us if this led to refractions. Let us 
verify this. 

1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 

Table 12.1 

Legal Regulations Governing Relations in the Economy 
(1952-1965) 

Federal Parliament Federal Executive Council 
De- De-

Laws cisions Total Decrees cisions Total 
11 2 13 29 9 38 

2 2 4 39 27 66 
12 8 20 36 79 115 

4 5 9 36 72 108 
8 9 17 32 115 147 
7 10 17 35 87 122 
5 12 17 33 79 112 

21 24 45 28 62 90 
11 12 23 18 36 54 

Grand 
Total 

51 
70 

135 
117 
164 
139 
129 
135 

77 
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Table 12.1 (continued) 

Federal Parliament Federal Executive Council 
De- De- Grand 

Laws cisions Total Decrees cisions Total Total 
1961 34 29 63 23 83 106 169 
1962 34 18 52 26 86 112 164 
1963 30 16 46 12 58 70 116 
1964 33 25 58 15 66 81 139 
1965 102 20 122 11 60 71 193 
Average 

23 13 36 27 66 93 129 

Source: Sluzbeni List SFRJ (Chronological Register) 

We will compare the number of regulations in the years that had 
peaks and troughs of business cycles. Since all regulations need 
not equally represent administrative encumbrances, we will cite, 
alongside the total, the number of acts of Parliament and only the 
decrees of the Federal Executive Council: 

In Years of Peaks In Years of Troughs 
Number of Regulations Number of Regulations 

Excluding Excluding 
Administra - Administra- , , 
tive Deci- tive Deci-
sions of sions of 

Year Total F.E.C. Year Total F.E.C. 
1955 117 45 1956 164 49 
1957 139 52 1958 129 50 
1960 77 41 1962 164 78 
1964 139 73 1965 193 133 

The regularity is rather pronounced: except in 1958, which is al
so the mildest retardation of all cycles, the troughs of the cycles 
are accompanied by a significantly larger number of regulations 
than the peaks. That regularity is even more clear in Graph 12.1, 
which shows the quarterly movement of legal regulations in rela
tion to the quarterly movement of the annual rate of growth of in
dustrial production. Seasonal fluctuations in lawmaking activity 
are eliminated by moving averages. It can be seen that the cycles 
of the economy and of lawmaking activity are differentiated from 
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each other in phase, so that "bad" years in Parliament correspond 
to good years in the economy, and vice versa. 

Table 12.1 reflects an important tendency in Yugoslav political 
- life: the shifting of economic regulatory activity from the Adminis

tration to Parliament. At the beginning of the period considered, 
Parliament accounted for 26% of the total number of regulations, 
and at the end, for 63%. Such a development is undoubtedly posi
tive, since it eliminates arbitrariness and introduces the public to 
economic regulatory activity. In addition, one would expect that 
under public pressure Parliamentary acts will be more thoroughly 
prepared, that they will therefore be more permanent, and hence 
that they will bring greater stability in the functioning of the econ
omy. However, that assumption has not proven true up to now. It 
was precisely in the latter years of the period, when there was 
special insistence on the elimination of administrative interference 
in the economy, that the number of regulations reached a record 
level and the rate of growth of production fell to one of the lowest 
levels. Simultaneous changes in normative regulative activity and 
in economic movements point to another possibility: instead of in
creased expertness and preparation, there was a greater lag in un
dertaking adequate measures, because of which the rate of growth 
was reduced and the duration of the cycle was prolonged. Some in
dications of the accuracy of this observation are cited in the fol
lowing section, but at this moment I do not see analytic possibili
ties of proving it. 

Comparison of Table 12.1 and Graph 12.1 shows that the number 
of regulations rose until the end of 1956. That can be explained by 
the emergence from the administrative period, when internal reg
ulations of economic organizations replaced public ones and when 
the regulative function of Parliament began to develop. In the pe
riod 1946-1951, Parliament brought forth an annual average of 7 
regulations (as compared with 36 in the next 14 years) and the Fed
eral Executive Council issued 52 (compared to 93 later). The num
ber of regulations fell from the beginning of 1957 to the end of 1960. 
That can be considered the stabilization phase of the new economic 
system. There is reason to repeat that it was, at the same time, 
the period of Yugoslavia's fastest economic growth. But the num
ber of regulations began to increase again in 1961, which probably 
ir.dicates that the state apparatus and economic policy bodies fell 
behind in the mastering of techniques for regulating the ever more 
complex mechanism of the Yugoslav economy. 
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It is of interest to observe that a "long" cycle in legal regula
tions (upswing to 1956; decline, 1956-1960; upswing after 1960) 
corresponds to the long cycles, noted earlier, in the Yugoslav 
economy with a certain phasal shift. Agricultural production ac
celerated in the period 1956-1960, and after that it slowed down; 
the expansion of industrial exports decreased in the period 1956-
1961, and then accelerated; the rate of economic growth attained 
its maximum in 1956-1960 and the five-year plan was declared 
completed in four years, and after that the economy slowed down 
along with the postponement of the new five-year plan. On the ba
sis of these statements it would not be necessary to conclude that 
it is desirable to return to the economic system of 1956-1960; and 
indeed that would be senseless, for today's economy is no less 
different from that of 1956-1960 than the latter was different from 
the economy before 1956. What is more, it is necessary to seek 
the causes of today's difficulties in part in the successes of 1956-
1960: there has been a failure to make changes in the productive 
structure in a sufficiently intensive way, and on time; there has 
been a failure to prepare thoroughly and on time a program of in
stitutioIial changes, the need for which could be foreseen with the 
further development of a market economy. 

In addition to the simple comparisons that we have made so far , 
we can express the close connection between administrative inter
ventions and economic fluctuations somewhat more formally. We 
will begin with the hypothesis that low rates of growth correspond 
to a large number of legal regulations and vice versa, and that 
therefore there is a significant negative correlation. 

Since every legal regulation does not have the same effect on 
the economy - and every discrimination or weighting would be 
arbitrary, and we will therefore not carry them out - it can be 
expected that the number of regulations will explain a lesser part 
of economic fluctuations than would correspond to the real effect 
of administrative interventions. Furthermore, since until some
time in 1958, when there was a definite settlement of the distribu
tion of incomes of economic organizations, the economy was al-· 
ways to a large extent administratively regulated by direct inter
ventions which bypassed Parliament, we can expect that the con
nection between legal regulations and the rate of growth will not 
be particularly strong. We can also expect that the connection 
from quarter to quarter will become all the stronger, until some 
maximum at which it will temporarily stabilize. All these assump-
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tions are shown to be justified. 

Period 
I/1953-II/1965 
I/1954-II/1965 
I/1955-II/1965 
I/1956-II/1965 
1/1957 -II/1965 
I/1958-II/1965 
1/1959 -II/1965 

II/1959-II/1965 
III/1959-II/1965 
IV /1959-II/1965 

Coefficient of Correlation Between the Rate 
of Growth and Number of Regulations 

Industry Production 
-0.01 
-0.18 -0.20 
-0.21 -0.23 
-0.22 -0.28 
-0.26 -0.28 
-0.37 -0.42 
-0.44 -0.47 
-0.47 -0.50 
-0.47 -0.49 
-0.47 -0.49 

The series are correlated until the second quarter of 1965, for 
which the last data are available for moving averages of legal reg
ulations. For both industry and production the coefficients of cor
relation attain the maximum in the second quarter of.1959. In that 
quarter both coefficients of correlation are significant at the 2% 
level. Accordingly, by the usual statistical criteria it can be said 
that there is a significant connection between the number of legal 
regulations and the rate of growth. 

Correlation, naturally, does not reveal causation. Therefore we 
still do not know whether an increase of regulations reduces the 
rate of growth or, conversely, if a retardation has occurred, it is 
cured by the normative acts of Parliament or the Federal Execu
tive Council. The latter is most often the explanation of the Yugo
slav press and economic policy bodies. There are certain statisti
cal indications for the accuracy of the first explanation - larger 
correlation coefficients when the series of legal regulations (with
out removal of seasonal effects) precedes the series of growth 
rates - but that is entirely inadequate. The dilemma can be re
solved only by detailed analysis of economic policy in the last fif
teen years. Let us see, therefore, when the most significant changes 
in the Yugoslav economic system occurred, and what those changes 
were. 
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12.2 Institutional Content of Business Cycles 

1. The new economic system (1). In 1950 a law was passed con
cerning workers' councils. This law inaugurated the relinquish
ment of administrative planning and began the building of a new, 
specifically Yugoslav economic system. The far-reaching reorga
nizations caused a retardation of growth, and the economic block
ade transformed that retardation even into an absolute reduction 
of production. Mter nearly two years of preparation, the newsys
tem began to function in 1952. The general and main directorates 
were abolished and, in addition to self-management, the· enter
prises also received a certain amount of operational independence. 
Administrative planning was replaced by planning of global propor
tions. Distribution of income between the community and the en
terprises was resolved on the basis of a single and, therefore, 
rather primitive instrument: the rates of accumulation and funds. * 
But those rates - which were abolished after two years - along 
with some operational independence, played an almost revolution
ary role in increasing the efficiency of business activity. Almost 
overnight the chronic shortage of labor was transformed into sur
pluses, labor productivity began to increase, and the efficiency of 
utilization of fixed capital began to grow. A sharp and unrestrain
able economic upswing began. 

It is necessary to add one more remark. In the chapter on in
dustrial cycles we mentioned that before the end of the prolonged 
first cycle there was a smaller cycle, which started at the begin
ning of 1954 and lasted some seven quarters. Now we may add that 
at the beginning of that year there was a change in the system of 
business activity which, at the time, was called the "new economic 
system." "Rates of accumulation and funds" were superceded as 
an instrument for the distribution of income of enterprises by cal
culation of the basis of "accounting wages and profit." Government 
financing that did not include an interest charge for new enterprises 
was abolished. Investment funds for communities were established. 
Sales of fixed capital were permitted, with the sole obligation that. 

*Translator's note: these rates were centrally determined and 
varied according to industry and, ultimately, according to individ
ual enterprises; they were used to determine the enterprise's tax 
base and had the effect of giving the enterprise an incentive to 
economize on the use of labor. 
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enterprises maintain the value of fixed capital. A rate of interest 
on fixed capital was introduced. But all those changes meant the 
direct freeing of the hitherto shackled potentials of the economy, 
so that they only slightly retarded growth and therefore a full cy
cle did not develop. 

2. Transition to the second five-year plan. At the end of 1955, 
in M. Popovic's report to the Federal Chamber of Nationalities, 
he asserted: "One period of our economic development is com
pleted .... In a certain sense the year 1956 is a transitional year 
in our economic policy'. During the coming years we must make 
all the preparations for a more successful economic development 
in the future. . .. Therefore, the basic task which runs through our 
economic policy in 1956 is stabilization of the market." (3) In the 
course of 1956 there were strong inflationary movements, in fact 
so strong that they were not repeated until 1965 (see Graph 10.4). 
The inflation reached its culmination two quarters after the peak 
of the divergence index of industrial production and three quarters 
after the toppling down of the industrial rate of growth. The econ
amy began to feel the consequences of the disproportions of prior 
development - the neglect of investment in agriculture and trans
portation' as well as the lag in production of consumer goods and 
of noneconomic activities. The rapid development in the preceding 
period led to expansion of demand which, however, did not encoun
ter a corresponding structure of supply. Mter it was no longer 
possible to correct disproportions by imports, there was a retar
dation of growth and inflation. The reaction was price control, 
credit restrictions, compulsory reserves, blocked funds, and re
duction of investment. Investment not only slowed down, but in 
1955 it constantly fell absolutely and reached its lowest level in 
the middle of 1956. (4) The reduction in industrial investment was 
especially sharp: in 1955 it amounted to 77% of the volume of in
vestment in 1953. Thus, at the beginning of 1955, when the econ
omy had already entered a retardation phase, economic policy 
strengthened that downward movement still more. Prices stabi
lized, and an attempt was made to revive the economy by credit 
expansion. (§) Inve'stment in fixed capital grew rapidly. The struc
ture of investment was significantly changed by the new five-year 
plan: noneconomic investment grew at the expense of economic; 
investment in transportation and agriculture, at the expense of in
dustrial; investment in consumer goods industries, at the expense 
of basic industries. (§) While the first five-year plan was oriented 
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toward basic industries, the second was oriented toward process
ing industries. That orientation was shown to be fundamentally 
correct, for it led to exceptionally rapid growth. But inadequately 
controlled, it went to the other extreme, so that the second five
year plan was completed with new disproportions and, naturally, 
with the occurrence of a new cycle. But in the meantime there 
was a smaller cyclical disturbance. 

3. The new system of distribution of total income of economic 
organizations. In the course of 1957 there was a record increase 
in industrial imports (see Graph 11.2) and, because of the bad har
vest the preceding year, a large increase in agricultural imports. 
Since exports lagged, the index of divergence of industrial trade 
attained a maximum (see Graph 11.2). The balance of payments 
and trade deficits were the maximum for the entire period until 
1960. (7) That determined the turning of the cycle and the retar
dation in 1957. In the midst of the downward phase, at the begin
ning of 1958, a new system of distribution of the total income of 
economic organizations was introduced. After the use of rates of 
accumulation and funds, which were abolished at the end of 1953, 
and some experimentation with various instruments of income 
distribution in the following years, in 1958 the basic system that 
is still in effect today was instituted. (~ The essential character
istic of the new system is that the enterprise acquired the right 
of independent distribution of net income, which it autonomously 
divides into personal incomes and enterprise funds. Adaptation to 
the new conditions required some time and probably also contrib
uted to the deepening of the cyclical fall. But since prices of in
dustrial and agricultural products increased relatively little, in
vestment expansion continued, credit policy was conducted well, 
and the new law did not bring after it the usual wave of other reg
ulations and changes (see Table 12.1), the retardation phase was 
checked relatively quickly and was the mildest of all the cyclical 
drops. 

4. The new economic system (2). In the already familiar man
ner, the index of growth of industrial production and the index of 
divergence of industrial trade started downhill in the middle of 
1960. Economic policy did not take account of that and, as the an
nual plans of the period Show, there was a failure to grasp what 
was in fact the matter: thus, in the midst of those downward move
ments, at the beginning of 1961, the most radical reform since 
1950-1952 was inaugurated. A special study has been written of 
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what was done, and what the consequences were, so we need only 
recapitulate here some of the more important conclusions. (~ 
Three reforms were carried out simultaneonsly: in banking, in the 
sphere of income distribution, and in foreign exchange. Those re
forms were not well prepared, nor were they mutually compatible. 
The liberalization of the. distribution of the income of economic 
organizations was intended to encourage work collectives to raise 
production, increase labor productivity, conduct business activity 
more rationally, etc. As it happened, however, economic organi
zations " ... lost much time in discussions and attempts to adjust 
to the changed conditions of their income distribution, and when 
those were completed, the result diverged Significantly from ex
pectations. Namely, in not a few cases, adjustment to the changed 
conditions meant the discovery of ways to achieve a better finan
cial result without an increase in production .... " (10) The increase 
of the rate of exchange to 750 dinars to the dollar reduced the ex
isting divergences of individual exchange rates in international 
trade, and that, together with an orientation toward tariffs, was 
necessary to liquidate the system of multiple exchange rates and 
to make possible freer trade relations. Lib~ralization of the for
eign trade regulations was required to hasten the inclusion of the 
Yugoslav economy in international trade, and toward that end, for
eign credits were secured. However, " ... extensive utilization of 
foreign capital made it possible to attain a significant increase in 
imports along with the stagnation of exports, but the correspond
ing changes in the activity of economic organizations were not 
forthcoming. Nor was the planned increase of foreign exchange 
reserves achieved." (11) But the most serious disturbances origi
nated in the sphere of~redit policy. It was precisely 1961 that 
was chosen for the introduction of order and discipline in that 
sphere. Credit was limited to the covering of short-run needs for 
working capital. Longer-term additions to working capital, as 
well as investment in fixed capital, had to be covered by the en
terprises' own funds or by loans from the social investment funds. 
"However, the mechanism of financing durable investments was 
not adjusted to this reorientation of credit policy .... further
more, the more uneven arrangement of accumulation and the com
mitment of funds determined earlier had the consequence of re
ducing the possibility of reorienting economic organizations sig
nificantly more than is apparent from overall assessments. The 
speculation of economic organizations that they would not be held 
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to carrying out the goals set for credit policy also operated in the 
same way. Thus, economic organizations did not reduce their 
investments in fixed capital so that there were additions to work
ing capital, as was expected, but continued to spend, to all appear
ances, as they had before." (12) The result was a shortage of 
working capital, then mutual indebtedness, and finally complete 
illiquidity of the economy, which led to a sharp slowing down of 
production. 

All these short-run effects were added to the consequences of 
structural disproportions, price disparities, and an inadequate 
system of plaiming. "Structural disproportions ... are not per
ceived completely or in time, and problems have not been sub
jected to fundamental research. Our system of planning, includ
ing here the implementation of plans as well, has not been worked 
out either conceptually or methodologically. Pragmatism in work
ing out plans, the slow introduction and neglect of scientific meth
ods of analysis, and consequently a certain subjectivism and ar
bitrariness in the construction of the basic proportions of produc
tion and distribution, have constantly introduced elements of in
congruity into the economy." (13) 

In such conditions the rate of growth was quickly halved, and the 
trough of the cycle fell lower than before and lasted longer. The 
lowest point was reached at the beginning of 1962. "Then rather 
worrisome phenomena were established in our economic life," 
says Boris Kraigher in his expose. "There occurred relative 
stagnation in economic development, a large deficit in the balance 
of payments, and a rapid increase in the Federal budgetary deficit. 
There occurred the phenomenon of irresponsible distribution of 
income to personal incomes, which was expressed in excessively 
wide spans. Some sort of inertia prevailed in the business activity 
of economic organizations, and there began to be an excess of all 
forms of consumption, instability in the market, and large oscil
lations in prices." (14) In order to return the economy to the path 
of the upswing, ther;-were discharges of mutual debts, pumping 
of credits, preSSing of exports, and reduction of legal and orga
nizational changes. In addition to all these usual measures there 
was also a political mobilization, and the Yugoslav economy quick
ly found again its normal path of rapid expansion. 

5. Economic reform. The lessons of the experience with the 
last cycles were unfortunately not learned, and the relatively 
quiet year of 1963 was not used to prepare a program of system-
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atic action for 1965 and the following years that would be oriented 
toward scientifically studying the building of the system and adapt
ing economic policy to new conditions. Prices began to increase 
at the beginning of 1964. The earlier disparities accumulated to 
the extent that stabilization was no longer possible by simple price 
control and deflationary policy. In the course of 1964, along with 
a significant increase in prices of agricultural products and some 
intermediate goods, prices for coal increased by 10% and by 40% 
for electrical energy .. (15) The adoption of deflationary credit pol
icy slowed the relative growth of the money supply, but remained 
totally incapable of harmonizing the volume and structure of sup
ply and demand. (16) Economic instability increased still further. 
In 1965 two drastic interventions, which were mutually determined, 
were carried out: administrative freezing of prices and adminis
trative correction of disparities at a higher price level. That ne
cessitated a new rate of exchange, which was significantly in
creased from 750 to 1250 dinars for a dollar. The increased costs 
of imported intermediate goods, along with the fixing of prices, 
had to induce deflation. Internal demand fell, exports increased, 
and the balance of payments deficit temporarily disappeared (17), 
but at the price of reducing the potential social product in keeping 
with the standard explanation given in the analysis of Graph 11.1. 
Enterprise income was freed of various tax burdens that had ac
cumulated in the course of time. Subsidies were reduced. Reduc
tion of tax contributions of various forms necessitated adaptation 
of the government budget. Elimination of inflationary pressures 
required reduction of aggregate demand. But global reduction of 
demand does not have the structure which corresponds to the pos
sibilities of supply. Capacities remain unutilized. Some branches 
of investment goods industries found themselves in an especially 
difficult situation. Unprepared for a greater breach of the foreign 
market, with a dried-up domestic market and very small possi
bilities for credit, those branches at times did not use 50% of 
their capacity, which increased costs and made the situation still 
more difficult. That entire complicated action was begun after 
mid-1964, when the economic upswing once again turned downward. 
It could be expected that the effects on retardation would be simi
lar to the earlier effects, and that the new depression would not 
be of lesser magnitude than the preceding one. 

"Here the historical analysis is interrupted," we wrote in the 
original text of this study at the beginning of 1966, "for we have 
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arrived at the last available data. The question naturally arises 
as to how the next cycle will appear. The answer to this question 
depends on the extent to which economic policy makes use of the 
lessons of past experience and of the results of economic theory. 
Provided nothing essential changes, we can expect that the current 
cycle will reach the minimum somewhere in the second or third 
quarter of 1966, and the maximum in the middle of 1968." (18) 
Events have shown that the forecast of the turning of the cycle in 
the second or third quarter was not realized. Does that mean that 
it was a matter of a mistaken forecast, a forecast founded on a 
mistaken theory? Sometimes unfulfilled forecasts make' possible 
a more fruitful empirical analysis than fulfilled ones. It appears 
that this is what has actually happened. We need only recall the 
fragments of analysis of events in 1966 that are scattered in vari
ous chapters of this study to convince ourselves of this. 

A look at Graph 7.1 will establish that the fall of industrial pro
duction stopped at the end of 1965 and then was held on a plateau 
at the index 105 until the third quarter of 1966. Industrial produc
tion of the developed regions, which usually pulls along total in
dustrial production, shows an acceleration trend from the third 
quarter of 1965 to the third quarter of 1966. The construction cy
cle turned upward in the first quarter of 1966, and investment ex
penditures did the same a quarter earlier (Graph 5.5). The growth 
of industrial inventories slowed down from the first to the third 
quarter of 1966, as did accounts payable; deflated sales of the 
economy accelerated until the third quarter and, Similarly, the 
liquidity of the economy increased until the third quarter of 1966 
(Graphs 9.3, 10.2, 10.3). Thus, according to all the key movements, 
the Yugoslav economy was ready for a new upswing in the middle 
of 1966. Why did that upsWing not occur? The following fragments 
from the annual report of the National Bank gives a condensed, 
though not complete, answer to that question (19): 
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The stock of money grew in 1966 by 5%, and total liquid re
sources by 6%. Short-term bank credits increased 3%. Bear
ing in mind that at the same time the social product in cur
rent prices increased by nearly 24%, it is obviouS that the 
goal of monetary-credit policy to have the money supply grow 
slower than the increase in the social product was fully re
alized. In order to realize such a movement of the money 
supply and credit, severe restrictive measures were adopted 

in the course of 1966, especially in the second half of 1966 
(my emphasis - B.H.). 

The falling rate of growth of industrial production, reduction 
of construction, and the low rate of economic activity in gen
eral constituted one of the most significant components by 
which monetary-credit policy contributed to the realization 
of stabilization goals (my emphasis - B.H.). 

Distinguishing the question of whether credit policy can op
erate more restrictively from the qu~stion as to whether it 
has operated restrictively enough, ~t can be said that it is 
difficult to assume that the credit policy measures could be 
essentially more restrictive, but also that their restrictive 
effect was not sufficient, especially in the field of the balance 
of payments ... the conclusion is that it is necessary to con:
tinue with restrictive measures, especially having in view 
the effect in the field of foreign trade ... (my emphasis - B.H.). 

And thus under monetary-credit pressures in the second half of 
1966', everything again turned downward instead of there being an 
upswing: in just one year expansion of industrial production fell 
from +5% to -1%, investment began to fall absolutely, the growth 
of inventories quickened, illiquidity reached the proportions of 
1961, and the growth of labor productivity quickly fell to zero. 
And after all that the National Bank found it necessary to apologize 
for the fact that credit restriction was not still more severe! And 
to conclude that it was necessary to continue with the same policy! 

Therefore, the theory on which the forecast was founded was 
not mistaken. The dramatic struggle of industry - and of the 
whole economy - to start to rise again from the level of 105 to
ward the normal rates of growth for Yugoslav conditions lasted 
the entire year. The word "dramatic" has not been chosen hap
hazardly; it exactly describes what happened in many collectives. 
With a little help on the part of economic policy, that struggle 
could have been terminated successfully. However, economic pol
icy was rigid and altogether inadequate. In that respect, naturally, 
it is not a question solely of the measures which the National 
Bank was obliged to carry out. The assumption of the forecast, 
"to the extent that nothing essential changes," obviously was not 
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realized, for much that was essential changed, work collectives 
finally broke under unbearable pressure, and the economy fell 
still another flight of steps lower in its path of growth. That flight 
represents a difference in the rate of growth of some 6%, which 
in relation to a" social product (excluding agriculture) of 7,200 bil
lion old dinars represents a loss of 430 billion in the course of 
one year. The loss is further increased when one takes into ac
count that, instead of retardation in the course of that year, there 
could have been an initial acceleration of growth of 5%. 

In mid-1967 production lagged at the index 98-99. A n~w plateau 
of several quarters' duration was formed. According to all indi
cations the economy was again ready for an upswing. Whether the 
upswing would come and at what tempo - or whether there would 
be still another step lower - would depend exclusively on econom
ic policy, on the extent to which economic policy utilized the les
sons of previous experience and the results of economic theory. 
This time monetary policy did not prevent the upswing from be
ginning. Growth accelerated during 1968 and developed into a 
boom in 1969. 

The five cycles analyzed are distinguished from each other by 
the reasons for their appearance. The first, fourth and fifth were 
conditioned by economic reforms; the second, by the remedy for 
inflation; the third, by uncontrolled expansion of imports. How
ever, two characteristics are common to all: every cycle was set 
in motion by difficulties in international trade and in every cycle 
the depression was deepened by reforms that were initiated in the 
retardation phase, i.e., when it was not ~he time for them. One 
must exclude from this statement the first cycle, which was in 
every respect exceptional; that cycle began in the search for a 
new economic system, when solutions objectively could not be 
known, and when in fact it was a question of Yugoslavia's struggle 
for existence. But with respect to the other cycles, 1 believe that 
one can speak of the bad timing of the reforms: the second cycle 
began with the investment reform, the third with the reform in in
come distribution, the fourth with three simultaneous reforms, 
and the fifth with a complex of reforms called "the economic re
form." With reference to these facts, the beginnings of business 
cycles in Yugoslavia must be sought in the retardatiop phase, and 
not in the accelerative phase, and the determination of timing and 
content must be carried out according to the key reform actions 
that have been implemented to date. This picture is obtained: 
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Cycle I: New economic system (1), m/1949-m/1955 
Cycle IT: Transition to the second five-year plan, m/1955-IT/1958 

Cycle m: New system of income distribution, IT/1958-IV /1960 
Cycle IV: New economic system (2), IV /1960-1/1965 
Cycle V: Economic reform, 1/1965-? 

In that way Yugoslav cycles - until now purely statistically de
termined - have received their names and their economic con
tent. 

12.3 Frequency of Legal Regulations and the 
Rate of Economic Growth 

Now we are finally in a position to answer the question of the 
causal connection between the number of normative acts of state 
bodies and economic fluctuations. It follows rather unambiguously 
that the waves of legal regulations intensified economic fluctua
tions. If there were fewer regulations in general, if they were 
better prepared, and if, particularly, there were fewer regulations 
adopted in the downswing phases, the growth of production would 
have been more even and therefore the average rate of growth 
would have been higher. The connection between the quarterly 
number of regulations (moving averages) and the indices of growth 
of industrial and of IFC production is shown on the scatter diagram 
(Graph 12.2). 

We obtain the following two regression equations: 

Industry: y= ~0.39x + 125.7 r= -0.47 
Production: y= -0.46x + 126.6 r= -0.50 

where! represents the number of economic regulations in the 
quarter, and 'L the corresponding index of annual growth of pro
duction. It turns out that for every additional regulation in the 
course of a month (i.e., three additional regulations quarterly), 
the rate of economic growth falls by over 1 %. The larger coeffi
cient of the trend of IFC production shows that it is even more 
sensitive to an increase in regulations than is industrial produc
tion. At a level of social product (excluding agriculture) of 7,000 
billion old dinars, one excess regulation monthly costs the Yugo
slav economy about 100 billion old dinars annually, on the average. 

The analysis is not concluded with that. The lower part of 
Graph 12.2 shows a rather large scatter of points about the re-
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gression lines. Is that scatter without any order, or is there some
thing systematic there? To ascertain if the deviations from the 
regreSSion line are consistent over time, we introduce a special 
graph, which is worked out in the upper part of Graph 12.2. The 
result is surprising: again a cycle! And it is not just any cycle, 
but one which entirely corresponds to the industrial cycle; this 
can be seen when the latter is also drawn on the same graph. The 
coefficient of correlation between these two series - between the 
deviations from the industrial regression line and the industrial 
chain indices of growth - is very high and amounts to 0.88. Ac
cordingly, we have worked out the explanation of the connection 
between industrial growth and the number of legal regulations in 
two stages. In the first stage 0.47 2

::; 21 % of the total variance is 
explained by the regression line. In the second stage 0.88 2

;: 77% 
of the remaining variance is explained. In that way about four
fifths of the total variations are explained in both stages. 

It remains for us to interpret the results, especially for the sec
ond stage. It is obvious that the effects of legal regulations on the 
rate of growth are not the same in all phases of the cycle, and that 
they essentially depend on the point of the cycle where the econ
omy is at the moment. In the first stage we determine the effect 
from the equation y;:0.39x + 126, which means that one additional 
regulation quarterly reduces the annual rate of growth by 0.39%, 
on the average. If the economy is at that moment just on the trend 
line, which in our case means at the beginning or at the end of the 
cycle, then there is no deviation of the current rate from the av
erage rate and the equation of the first stage completely deter
mines the effect. If, however, the economy is somewhere within 
the cycle, then it is necessary to add to or subtract from the ef
fect of the first stage - depending on whether the economy is above 
or below the trend - the effects from the equation of the second 
stage, z;: O. 77u + 0.02, where ~ represents the deviation of the rate 
of growth from the regreSSion line, and ~ the deviation of the rate 
of growth from the average rate of industrial growth. It follows 
that the negative effects of additional regulations are stronger 
than the average in phases of the cycle below the trend and weak
er than the average in phases above the trend. In other wordS, ad
ministrative interventions in phases of depression and revival re
duce the rate of growth more than in phases of boom and reces
sion. What is more, during the lowering below the trend, i.e., the 
entry into depreSSion, the negative effects of regulations become 
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all the stronger, reach a culmination at the bottom of the cycle, 
and begin to weaken at the emergence from depression. From the 
historical survey we saw that far-reaching reorganizations and re
forms were carried out precisely in the phases when the economy 
rose to below the level of the trend, and that the boom phase re
mained unrealized. In that way the negative effects were increased 
unnecessarily. 

Perhaps this is the place to emphasize one fact. The present 
Yugoslav economy is truly a market economy and very different 
from the rigid, semi-administrative economy of ten years ago, 
not to mention earlier periods. But it appears that this has not 
been noted, and old conceptions, bureaucratic approaches, intuitive 
and ad hoc solutions, short-run pragmatism, and neglect of scien
tific economic research continue to burden Yugoslav economic 
policy. A market economy is like a precious machine, highly pro
ductive but sensitive. A skilled worker can attain exceptional re
sults with it. When there is inept leadership, waste and break
downs occur. 

Notes 

1) A second possible method would be to measure the degree of 
bureaucratic control and interference in the business activIty of 
economic organizations on the part of the state apparatus, the 
banks (as exponents of that apparatus), the Social Accounting Ser
vice, the price bureau, and other such bodies. What happens in 
that sphere is illustrated by the notes of Z. Surjak in Vjesnik u 
srijedu, May 4, 1966: "A Zagreb import firm imports these days 
from West Germany five spare electric bulbs at a value of 7.5 
DM, which are necessary for a machine (value about 30,000 DM) 
to be able to run for the next five years. The importing of these 
bulbs requires: an application for approval of import (to Yugobank) 
in three copies; a report on the final transaction (to the National 
Bank) in 12 copies; a payment order (to the National Bank) in 8 
copies; a dinar transfer (to the National Bank) in 4 copies. That 
is, a total of 30 copies of forms or documents which must be cal
culated, written out, signed, and verified. The National Bank, in 
order to complete the allotment of foreign exchange, collects on 
the form of the 'payment order' - which the importer fills out
six stamps so that the payment abroad may be approved." This 
sketch explains at once why industrial imports continue to accel-
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erate even after the economic upswing has already long turned 
downhill. It would be useful to examine and quantify the effects of 
this type of administrative intervention. Until that is done it ap
pears to me justified to assume that they are closely correlated 
with the phenomena examined in the text. 

2) For example, in the report of the Social Accounting Service's 
central office for Croatia, it is stated: "In the course of 1965, in 
only 24 bulletins of official interpretations of the Federal Secre
tariat for Finance there appeared 260 interpretations of the turn
over tax and rates ... " (Borba, May 15, 1966). 

3) M. Popovic, Drustveno-ekonomski sistem (Belgrade: Kultura, 
1964), pp. 160-61. 

4) Narodna Banka, Godisnji izvjestaj 1956, p. 29. 
5) Credit increased by 178 billion dinars in 1954, 97 billion in 

1955, 307 billion in 1956 (ibid., p. 65). 
6) The structure of gross economic investments in fixed capi

tal was as follows: 

Industry 
Agriculture 

1953-1956 
59.1 
7.0 

1957-1960 
43.8 
15.8 

Transportation 22.9 27.4 
(B. Horvat, "0 karakteristikama naseg privrednog razvoja," Nasa 
stvarnost, 1961, No. 1, p. 13). 

7) Total imports grew in 1957 by 31 %, and exports by 18%; the 
trade deficit amounted to 80 billion dinars, and the payments defi
cit was 59 billion dinars ($1 = 300 d.). See SZS, Jugoslavija 1945-
1964, pp. 86, 197, 198. 

8) See V. Zekovic and S. Novakovic, Ekonomika Jugoslavije 
(Belgrade: Rad, 1962), pp. 186-190. 

9) B. Horvat et aI., Uzroci i karakteristika privrednih kretanja 
u 1961. i 1962. godini, SZPP, DAM-7 (Belgrade, 1962). 

10) lbid.,p.175. 
11) Loc. cit. 
12) Ibid., p. 174. 
13) Ibid., p. 169. 
14) Razvoj i problemi drustvenog i privrednog zivota Jugoslavije 

(Belgrade: Komunist, 1963), p. 59. 
15) Narodna Banka Jugoslavije, Godisnji izvjestaj, 1964, p. 29. 
16) By the fir"st half of 1964 the further development of events 

could already be accurately predicted, i.e., the development of a 
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classical business cycle. In the middle of that year, in a shorter 
essay ("Lessons of 1961 and 1964") which Komunist, for which it 
was written, did not publish because the forecasts were too un
popular, but which was later published in Vjesnik (November 11 
and 12, 1964), I warned that the country had entered a cyclical 
boom which is followed by a recession. See B. Horvat, Ekonom
ska nauka i narodna privreda (Zagreb: Naprijed, 1968), Part I. 

17) It is necessary to emphasize, however, that total payments 
were settled in a way that compensated for a deficit of convert
ible currencies by a surplus in clearing accounts. Since these 
two are not comparable amounts, the payments deficit in "fact was 
not eliminated. 

18) In 1965 the volume of investment was reduced by 12-14%, 
which represents a stronger contraction than in 1956. See SPK, 
Neki problemi proizvodnje i trzista u 1966. godini (Belgrade, 
April 1, 1966), p. 3. 

19) B. Horvat, Ekonomska nauka i narodna privreda. 
20) Narodna Banka Jugoslavije, Godisnji izvestaj 1966, pp. 4, 

39,40. 
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Chapter 13 

INTERNATIONAL COMPARISONS 

In order to ascertain the efficacy of Yugoslav economic policy 
with regard to economic fluctuations, we must carry out an inter
national comparative analysis. Let us begin with the hypothesis 
that economic instability increases with the stage of growth and 
that it is different in various institutional systems. We shall 
therefore choose countries with high growth rates to obtain com
parability with the Yugoslav economy, and divide them into two 
groups: countries with capitalist markets and countries with cen
tral planning. Since quarterly data do not exist for all the coun
tries chosen, we will use annual data. Time series of fourteen 
years cover the period of normal postwar development and are 
sufficiently long to draw definite conclusions with respect to the 
characteristics of economic movements in that period. Move
ments of the social product and industrial production of the eleven 
countries that we are comparing are shown on Graph 13.1 by chain 
indices. 

Construction of instruments for measuring the intensity of eco
nomic fluctuations represents a special problem. The average 
deviation of empirical values in relation to the arithmetic mean 
would give a biased estimate for, as can be seen on the graph, in 
every case the fluctuations occur about some trend of annual 
growth rates, and not about some average rat~owth. For the 
same reason the usual statistical coefficient of variation would 
also give a biased estimate. Parenthetically, I would note that 
this is still another illustration of the need to carry out the analy
sis on the basis of changes in rates of growth, and not on the ba
sis of changes of absolute magnitudes, as is customary. In the 
latter case the effects of changes in growth rates would remain 
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unaccounted for by the measure, and the result would be biased. 
Selection of a definite mathematical function for expressing the 
trend is always arbitrary to a certain degree. Our graph shows 
that in some cases a straight line is entirely efficient, while other 
configurations of empirical values conform better to a quadratic 
or cubic parabola or even some oscillatory curve. Does that 
mean that for every case it is necessary to choose a correspond
ing curve? I think that this would be mistaken in terms of the 
goal of the analysis. A parabola of the second or third degree and 
oscillatory curves would mean that in the course of 14 years the 
economy passed from the phase of acceleration (deceleration) to 
the phase of deceleration (acceleration) one, two, or more times. 
But passing from accelerated to decelerated growth and the re
verse in a relatively short time period also represents a type of 
economic fluctuation, and it would not be necessary to eliminate 
that effect. Therefore we will interpolate a linear trend in all 
cases. As an instrument for measuring the intensity of fluctua
tions I will use the average of absolute values of relative devia
tions from the trend, which I will call the coefficient of fluctua
tion (!): 

I ~:"trend - empirical value I 
N L trend - 100 

This coefficient measures the proportion of deviations from the 
trend - of rates of growth. In this form both the trend of values 
and the empirical values represent chain indices. 

Of the eleven countries cited, only the USA, Italy, Czechoslo
vakia and France are not among the twelve countries with the 
most expansive economies in the world. (~ For the sake of 
homogeneity - and, through that, comparability - of groups, the 
USA is separated from the capitalist group and Czechoslovakia is 
separated from the centrally planned group. Those two countries 
have the most unstable economies within their groups, and they 
achieve the lowest rates of growth. Therefore they obviously rep
resent special cases, and it would be interesting to establish the 
reason for this. Perhaps this hypothesis is plausible. Of the five 
capitalist countries the USA lagged the most in planned regulation 
of its economy, and at the same time it is the most developed and 
complex economy in the world. The U .S. lag in the construction 
of an adequate mechanism of economic coordination results in 
hypertrophic fluctuations in that country. It is interesting that 
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Czechoslovakia is also the most developed country in its group, 
but contrary to the American case, it was probably hindered by 
having a rigid centrally planned economy like the others in the 
group. Rigid centralized planning in such a complex economy as 
that of Czechoslovakia stifles economic expansion and leads to 
disproportions and refractions. (~) 

In analyzing Table 13.1 we observe, first of all, that the hypothe
sis of the determination of instability in the rate of growth appears 
entirely correct: in almost all cases the rank of the rate of growth 
corresponds to the rank of the coefficient of fluctuation. Further
more, and this is probably a surprise, the economic instability of 
the socialist countries is 36% greater than that of the capitalist 
countries; the index of fluctuation is 0.45, compared to 0.33 in the 
capitalist group on the basis of social product. That information 
cannot be left without interpretation. The difference can be ex
plained at least partially by the following three factors: (1) the 
rate of growth in the socialist group is greater than in the capi
talist countries; (2) the socialist group includes less developed 
countries (especially Bulgaria and Romania) in which agriculture, 
and therefore fluctuations of agricultural production, have much 
greater significance; and (3) the social product in the first group 
includes services whose volume fluctuates less than the volume 
of material production, which comprises the national income of 
the second group. Elimination of these factors would require sub
stantial work, and therefore we will carry out the group compari
sons on the basis of an aggregate which permits more direct com
parability. That is worked out in the second part of the table, 
where fluctuations of industrial production are measured. It can 
be seen that the socialist group has, along with a higher rate of 
growth, significantly smoother industrial expansion. This gives 
us an indication that planning accelerates growth and reduces 
fluctuations. However, it is necessary to have in mind that while 
the first index is biased to the advantage of market economies, 
the industrial index of fluctuation is biased to the advantage of 
centrally planned economies, where industry is the object of spe
cial attention and industrial stability is achieved at the expense 
of instability in other sectors. Therefore an unbiased measure 
of relative instability is somewhere between our two indices. It 
is also necessary to bear in mind that our index is constructed so 
that it moderates fluctuations of economies with high growth rates 
in relation to those with low rates, i.e., it reduces the fluctuations 

198 

of the centrally planned group in comparison to the capitalist 
group. Had the index been constructed in such a way that the rela
tive deviations from the corresponding trend of production were 
used - instead of the trend of growth rates - that index would 
correspond to the average of absolute, and not relative, deviations 
from the trend of the rate of growth. This would increase fluctua
tions in the centrally planned group. In other wordS, the index of 
fluctuation on the basis of changes in rates of growth (of chain in
dices) is more favorable to the centrally planned group (and Yugo
slavia) than the index of fluctuation on the basis of changes of 
production. (!) 

These considerations offer criteria for judging Yugoslav eco
nomic movements. The coefficient of fluctuation on the basis of 
social product is 1.25. That means that on the average the devia
tions amount to 125% of the trend of growth rates. In that respect 
the Yugoslav economy was Significantly more unstable than any of 
the ten economies cited, including the U.S. The baSic reason for 
that extreme instability must be sought, as we saw earlier, in ag
riculture. Since agricultural fluctuations have been reduced in 
recent years, and the share of agriculture in total production has 
fallen, we can expect less instability in the future with respect to 
this factor. Economic instability as measured by industrial fluc
tuations is somewhat less than in capitalist countries, but it is 
79% greater than in countries of the socialist group. That is a 
very significant piece of information, and it supplements our ear
lier analysis of the conditioning and effects of business cycles in 
Yugoslavia. 

We must still examine the question of whether there is some 
connection between the economic fluctuations of various countries. 
Graph 13.1 shows that there is no connection whatever between 
the economic fluctuations of the socialist countries, although they 
proclaimed firm economic cooperation through COMECON. In the 
capitalist countries there is a certain synchronization of econom
ic movements, especially if the USA is excluded. Thus, in 1954 
all the countries except France (and there, too, with respect to 
industry) experienced a retardation of total production, while in 
the following year in everyone, without exception, the index of 
social product attained a local maximum. In 1958 all the countries 
experienced a pronounced retardation in both total and industrial 
production. In 1960 ail the countries except the USA attained a 
maximum in industrial production. This was followed by a drop, 
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which ended in Japan in 1962, and in France and West Germany in 
1963; and in all countries except Italy industry was again in an up
swing in 1964. 

In connection with the ever-greater opening up of the Yugoslav 
economy to international trade, the synchronization established 
is very important - and dangerous. To the extent that a cor~e
sponding protective mechanism is not constructed, fluctuations 
in the world market will be transmitted to the Yugoslav economy 
and, if that catches the Yugoslavs unprepared, they will again have 
waves of administrative interventions, with all the consequences 
which follow from that. As far as I can ascertain, the first case 
occurred with the cycle of 1958. Reduced opportunities on the 
world market hit Yugoslav exports, and the index of divergence 
reached a maximum, which we have discussed (~ (see Graph 11.2). 
There were other instances of synchronization, but I assume that 
they are random. 

Finally, let us use another item of information from our graph, 
one that takes account of the trends of changes in growth rates. 
Since the time series is relatively short, selecting beginning and 
final years can have a strong influence on the slope of the trend. 
For Yugoslavia I chose 1952 and 1965 for the beginning and final 
years for industry, since in both years there was a slowing of in
dustrial growth; for the social product I used 1952 and 1964, which 
is not entirely satisfactory. Data for 1965 were still not available, 
while extending the series backwards would increase the already 
large coefficient of fluctuation, and in 1964 agricultural produc
tion increased 6%, while in 1952 it fell 31 %. The result is that the 
trend shows an unrealistically high rise. For other countries I 
was guided by the need to obtain a longer time series but, at the 
same time, one that would cover only normal development. Since 
postwar reconstruction was completed in all the countries con
sidered between 1950-1952, that determined the choice of the be
ginning of the series. Given these limits, let us now look at what 
the graph tells us. The data are summarized in Table 13.2. 

The socialist countries began the period with high rates of 
growth. From then on general economic and industrial expansion 
slowed down in all these countries (§) (negative slope). It can be 
surmised that this deceleration evoked the reforms toward de
centralization in those countries in recent years. At the end of 
the period the trend rates of growth in the socialist countries fell 
to the level of the capitalist group. A slowing of industrial growth 
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took place in the capitalist group at approximately the same tempo 
as in the soCialist group. The USA represents the exception: the 
slope is so small that it can be concluded that the rate of growth 
in the USA did not change; the social product fluctuated at about a 
rate of 3%, and industrial production at about 4.2%. The rate of 
growth of the social product fell in West Germany, stagnated in 
France, and increased in Italy and Japan. Economic movements 
in Yugoslavia deviate from this picture. In Yugoslavia both indus
trial and general economic expansion accelerated. Therefore the 
final rates were significantly higher than the beginning ones, and 
at the end of the period the rate of growth equaled that of Japan 
(see Graph 13.1). Those are very favorable movements. They in
dicate that the developmental potential created by the great social 
reform of 1950-1952 is not exhausted. However, if we also in
cluded the last two or three years, 1965-1967, in the calculation, 
this would perceptibly turn the trend downward. Whether and to 
what extent the potential will be utilized, whether and to what ex
tent the satisfactory trend will be continued, whether and to what 
extent business cycles will be eliminated - all depend on the ef
ficacy of economic policy in the coming years. 

In the meantime, however, it will be of interest to renew the 
discussion of secular cycles on the basis of the material just pre
sented. Graph 13.1 and Table 13.2 show: (a) that from 1950 on, 
industrial expansion constantly markedly slowed down in the ten 
countries which have the greatest part of the world's industrial 
potential, and (b) the rate of growth of the social product was 
maintained in the capitalist group but fell markedly in the social
ist group ('D, so that there was an overall decline. Don't these 
movements indicate the downward phase of a secular Kondratiev 
cycle? 

The last Kondratiev began, according to Schumpeter, at the end 
of the 1890s, and its trough was reached at the time of the world 
economic crisis of 1929-1933. Insofar as that theory truly ex
presses some secular law and secular cycles last about half a 
century, then the third Kondratiev ends its revival phase at the 
beginning of the Second World War. During the war a new, fourth 
Kondratiev begins, which has its culmination in the postwar re
construction. After that follows the recession phase, which our 
twenty series reflect. That recession - in the absence of artifi
cial activators of expansion such as wars and armaments races 
- may develop into an acute world crisis. Schumpeter gives the 
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following dates for the three most severe world economic crises: 
1825-1830, 1873-1878, 1929-1934. All three crises occurred in 
the troughs of the corresponding three Kondratiev waves. The in-

- tervals between those troughs are 48 and 56 years. If that period
icity continues, the next world crisis ought to break out at the end 
of the 1970s. 

However, our knowledge of these secular mechanisms is so in
significant that nothing more serious can be said ex ante. Guesses 
are possible, but not forecasts. It may be said eventually that in 
the meantime we have at least learned to crudely control cumula
tions in economic movements, so that a crisis can no longer widen 
so spontaneously as in the past. It may be said that the centrally 
planned economies represent a qualitatively different type of econ
omyas compared to the capitalist economies of former days. 
Schumpeter would probably accept that thesis without further ar
gument with respect to his theory of waves of innovative activity 
of capitalist entrepreneurs as generators of cycles. But, on the 
other hand, the data we have cited show that in a complex modern 
economy central planning is not so efficient as was formerly 
thought. The fact is that economic expansion in the most impor
tant countries of the world - capitalist and centrally planned 
alike - is slowing down, and although we cannot maintain that this 
deceleration will continue, we cannot be sure that it will end quick
ly. In connection with the fact that the Yugoslav economy is be
ginning to open up to the world, we must take these facts into ac
count very seriously. 

Notes 

1) We could also use as a statistical measure the so-called 
relative standard error of estimate. But the "coefficient of fluc
tuation" is more easily calculated and has more direct meaning 
intuitively. That coefficient is similar to the coefficient of the 
average relative intensity of cyclical variation, which A. Dobric 
discusses in his textbook Statistika u oblasti analiza cijena (Sveu
cili.ste u Zagrebu: Zagreb, 1956), p. 148. 

2) See Z. Popov, op. cit., p. 117. 
3) The Czech economist Goldmann also gives a similar expla

nation. See his article "Fluctuations and Trend in the Rate of 
Economic Growth in Some Socialist Countries," Economics of 
Planning, 1964, No. 2, pp. 88-98. 

203 



4) G. Staller carried out a similar comparative study of fluctua
tions of market and planned economies for the period 1950-1960 
("Fluctuations in Economic Activity: Planned and Free-Market 
Economies, 1950-1960," American Economic Review, June 1964, 
pp. 385-395). staller uses as one of the indicators the "standard 
error of the least-squares fit of the series Yt!Yt-t to time ... ; 
it [the indicator] expresses the fluctuations in percentage points 
measured from the trendline fit to yearly growth rates." The re
sults are as follows: 

Social Agri- Construc-
Product culture Industry tion 

Planned econo-
mies* 6.5 12.3 4.2 11.9 

Market econo-
mies, all** 3.0 (3.8)" 7.4 4.1 8.1 

Market econo-
mies, less de-
veloped*** 3.4 (4.3)" 8.2 3.9 9.9 

*)Bulgaria, Czechoslovakia, East Germany, Hungary, Poland, 
Romania, USSR, Yugoslavia 

**)Austria, Belgium, Canada, Denmark, France, West Germany, 
Greece, Iceland, Ireland, Italy, Luxemburg, Netherlands, Norway, 
Portugal, Sweden, Turkey, England, USA 

***)Austria, West Germany, Greece, Ireland, Italy, Netherlands, 
Portugal, Turkey 

")The figures in parentheses are related to domestic materi
al product in factor prices, which is comparable to the social prod
uct as calculated in East European countries. 

Staller concludes that fluctuations are greater in the planned 
group than in the market group. The countries that have the least 
fluctuations of social product (on the basis of the comparable 
definition) are the USSR (1.9) and Norway (1.8); the countries that 
have the greatest fluctuations are Yugoslavia (11.8), Romania 
(11.6), Bulgaria (10.4) and Turkey (7.5). In agriculture the ex
tremes are Poland (4.0), Czechoslovakia (4.6), England (2.7), 
Sweden (4.3) and the USA (4.5), on the one hand, and Yugoslavia 
(25.6), Bulgaria (18.4), Romania (17.6) and Canada (20.2) on the 
other. Industrial production fluctuates least in the USSR (1.4) and 
most in the USA (7.5). Construction expands evenly in the USSR 
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(4.7), France (4.4) and England (3.7), and with large fluctuations 
in Bulgaria (18.5), Romania (17.4), Turkey (17.1), and Yugoslavia 
(16.0, but calculated on the basis of actual working time in hours, 

- rather than value of production as in other countries). It follows 
that during 1950-1960, among the 26 economies conSidered, the 
Soviet was the most stable and the Yugoslav, Romanian and Bul
garian economies were the most unstable. 

5) In 1958 world exports fell by 5%. In this connection the Na
tional Bank's Annual Report for 1958 states: " ... the growth of the 
volume of trade was less than in earlier years, which to a large 
degree can be attributed to the situation on the world market" 
(p. 97). 

6) Goldmann, studying the same period with the aid of 7 -year 
averages, also noticed the long-term slowing down of the indus
trial rate of growth in the socialist countries (Czechoslovakia, 
poland, Hungary and East Germany (op. cit., pp. 95-97). 

7) It is necessary to mention, however, that the statistics in 
some countries in that group were 'unreliable in earlier years, 
and the deceleration is probably misleadingly overemphasized. 
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Chapter 14 

LONG CYCLES 

The relatively short period accessible to analysis makes it very 
difficult to establish regularity with respect to the lengths and am
plitudes of cycles. It is especially difficult to establish whether 
alongside short cycles, which we have analyzed in detail, there 
are also longer cycles. In this chapter we will use the most ad
vanced statistical techniques developed to date to squeeze out 
maximum information from the available data. We will avail our
selves, therefore, of the following methods of analysis: correlo
gram, periodogram, autoregression scheme, and moving averages. 

14.1 Correlogram 

Insofar as there is some regularity in economic fluctuations, 
we can expect serial correlation of the data. Correlation will be 
greatest for those time intervals which correspond to some dis
tinct period of fluctuation. Therein lies the sense of correlogram 
analysis. Moreover, a correlogram also enables one, at least 
theoretically (i.e., for infinite series), to establish the nature of 
an empirical series, namely, whether what we have are moving 
averages of random disturbances, harmonic movements, or auto
regreSSion. Let us begin with that analysis. (!) 

Let us take moving averages of random disturbances as our 
index: 

(14.1) 

We assume that E(et)=O, from which it follows that E(Yt)=O. 
Then if ! is the order of the correlation, and m the number of 
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terms of the moving average, for m>k it holds that 

E(YIYI+iJ - E(alE:I+· .• amE:l+m_l) (alE:t+k + ••. + amE:l+k+~I)

- (a1ak+1 + a2ak+2 + ... + am_ka",)v 

since owing to the assumed randomness, 

{
O. za k#O 

E(E:tE:t+iJ-
v. za k-O 

insofar as k ~ m holds, naturally, 

(14.2) 

(14.3) 

(14.4) 

Accordingly, for infinite series originating from moving averages 
of random disturbances, serial correlation disappears for k~m 
and from that point the correlogram overlaps the abscissa. Let 
us assume now that it is a matter of a harmonic movement: 

and, as before, we can assume that E(Yt.) =0, and therefore 

E(YtYt+k)=E [Asin 6t+E:t1 [Asin6 (t+k)-'-E:t7k] 

= NE [sin 6t sin 6 (t + k)] 
A2 n 

= - 'E sin 6t sin 6 (t + k) 
n t= 1 

A2 n 
=-2 ~ [cos 6 k-cos 6 (2t+k)] 

n t= 1 

= A2 cos 6k- A2 cos 6 (k + n + 1) sin n6 
2 2n sin 6 

(14.5) 

(14.6) 

Insofar as ~ is large, and {} is not very small, the covariance is 
reduced to: 

A2 
E(Yt Yt+iJ = - cos 6k 

2 

Similarly, the variance is found: 
A2 

E(y2t) = - + var E: 
2 

(14.7) 

(14.8) 
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From this it follows that 

N/2 
Tk=B cos 6k,B= , k>O 

A2/2+ vaT E: (14.9) 

An infinite series of harmonic terms thus forms a correlogram 
that is also harmonic with the period of the original components. 
If the terms of the empirical series are composed of higher har
monic components, the period will be different but the oscillations 
continue infinitely. 

Finally, let us take an autoregression equation of the second 
degree: 

YH2 + a Yt+t + bYt = E:H2 (14.10) 

Insofar as 4b> a2 , the characteristic equation has complex roots 
and the general solution runs: 

Yt ~ Apt cos (Ot;. Ip) + B (14.11) 

The period is ~6!!' where 0 is determined from cos 0 = - a/2p, 
p= 1'6-. Insofar as b<l, the oscillations are damped, which we 
take as the typical case. By certain transformations we obtain a 
correlogram of this form: 

pk sin (kO + tjI) 
Tk= ,k;:::O 

sin tjI (14.12) 

in which the same factor of damping p< 1 appears as well as the 
same autoregressive period~; as in the autoregression equation. 
It is necessary to have in mind, however, that this period is not 
necessarily equal to the average period of fluctuation of the em
pirical series. 

Let us look now at our empirical correlogram on Graph 14.1. 
Not one curve coincides with the axis of the abscissa, so that it 
is probably not a matter of moving averages of random distur
bances. Two of the three curves show damping, which indicates 
the autoregressive character of the movements. But the most in
teresting feature is the information with respect to the length of 
the cycle. 

The correlogram of the industrial indices for the period 1953-
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1965 shows exceptional regularity for an empirical series. Peaks 
appear for k:::: 13 and 23, and troughs for k:::: 7.18 and 30. The pe
riod of fluctuation is therefore between 10 and 12 quarters. It is 
worth observing that industrial exports show still more regular 
fluctuations, which, in addition, agree with the fluctuations of in
dustrial production. For export peaks appear at k:::: 13 and 26, and 
troughs at k::::6 and 19, which indicates a period of about 13 quar
ters. Since both series are relatively short, it would be useful to 
extend at least one series to obtain additional information. That 
is done for the series of industrial production, which is extended 
back to the beginning of 1949 by interpolating quarterly data be
tween the known annual data. As a result we obtain a correlogram 
with an entirely different shape, from which neither peaks nor 
troughs can be established with certainty. That extension does 
not enable us to establish the existence or nonexistence of long 
cycles, but it can be interpreted, I think, as an indication that the 
periods up to 1953 and after 1953 are essentially different and 
therefore that a regularity which holds equally for both periods 
probably cannot be found. 

14.2 Periodogram 

The correlogram is not suitable for discovering the simulta
neous existence of several different cycles in some given empiri
cal movement. For that purpose a periodogram is constructed. 

Two rows are taken that, with the exception of the terms in 
front of the summation Sign, represent the covariance: (~ 

and let 

2 n 
A - ,. ---

n t - I 

2nt 
UI cos-

EL 

2 n __ 2r.t 
B=-~ UI sm--

nt=1 fL 

(14.13) 

(14.14) 

(14.15) 

We assume that the terms of the actual statistical series are given 
by this expression: 

210 

_ 2nt 
ul=a sm T+b, (14.16) 

Accordingly, 
2a n. ( 2r.t 2r.t) 2 n 2nt 

A -- L sin -:--- cos --- +- ~ hI cos-
n t = 1 _ 1- fL n t = 1 - EL 

where the second summation is equal to zero for b l and cos 21; t 
EL 

are not correlated. If we write ot = 2 1t, ~ = 21t, we will obtain 
). [L 

2a n - a L 
A--:E sin ott cos ~t-- [sin (ot-~)t+sin (ot+~)t] 

n t-l n 

1 .- 1 • I • 1 ] a [Sin ['2(at-(3) n] 5m2 (at-~) (n+ 1)] sm [2 (cH ~ n] sm[2 (ot+~) (n + 1)] 
-- + 1 

n - sin + (ot-~) sin 2 (ex + () 
(14.17) 

For large n the second summation tends to zero, and if- «-13 it 
holds that sin 1/2 (ex-~) n ':'-'1/2 (ex-~) _ n and thus, as a final 
result, we obtain 

1 
A: a sin "2 (ex-(3)(n+ 1) (14.18) 

(14.19) 

(14.20) 

However, the condition «-13 means that the tentative period J.t ap
proaches the actual period A. Therefore, when these two periods 
approximately agree, the intensity 82 is equal to the square of 
the amplitude of the original movement. If the tentative and ac
tual period diverge, Sf will be small because of the division of 
the square brackets into the expressions A and B with!!.. For this 
result to hold it is obviously necessary that!!., the number of 
terms in the statistical series, be sufficiently large. 

Graph 14.2 contains the periodogram of the deviations of the 
rate of growth of industrial production from the average rates 
determined in the period from the beginning of 1949 to the end of 
1966. In order to obtain a sufficiently large !!.' the period is ex
tended backward by interpolations and forward by forecasts. Thus 
72 quarters are obtained. However, the graph shows that this was 
still not a sufficient number of statistical observations, for J.l > 35 
quarters, i. e. , when the entire period permits only one cycle of that 
length to develop fully, the periodogram begins to behave very oddly. 
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Analysis of the periodogram indicates the possibility of the ex
istence of the following five periods: 

Period Corrected 
(quarters) Intensity 

Il N (A2+B2) S2 S2 SZ_ 
n k- IS.77 k-8]7 

14 10.23 0.65 1.16 
21 22.81 1.45 ·2.58 
33 19.30 1.23 2.18 
37 32.71 2.08 
54 26.68 1.70 

What is the significance of these periods? Obviously it would be 
necessary to test the significance of the individual periods. Sat
isfactory tests have not yet been developed. The most suitable 
existing test, Schuster IS, has this meaning. 

We take u, ... un random elements from a normal population 
with variance 0 2 • Then 

I n 2ltt 
A=- :E u, COS-

nt=1 !L 

is normally distributed with 

and similarly 

4a2 n 2-12 2 
var A = - :E cos2 -,_. = ~ 

n 2 
1 = I !L n 

2a2 

var B=
n 

(14.21) 

(14.22) 

(14.23) 

Furthermore, cov (A,B) = 0 and A and B are independent. There
fore their joint distribution, taking into account that N + B2 = S2 , 
is given by the expreSSion 

n n 
d F = - exp (- - S2) dS2 

4lta2 . 4112 

(14.24) 

and the mean value of S2 is 
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4a2 

E (S2)=-
. n 

(14.25) 

4a2k 
It follows that the probability that S2 exceeds the value -n-is e-k • 

We continue from this point with Walker's supplement. If e-k is 
small, the probability that none of m independent values of S2 ex-

ceeds 4a
2
k is (1 _e-k)m. Accordingly, the probability that at least 

n 
4a2k one S2 exceeds -- is 

n 

(14.26) 

This test, as well as all the others, is based on the assumption of 
random normal variation of the original series, which, however, 
we think is not random. Nevertheless the test makes some sense. 
If 82 is not significant on the basis of the assumption of random 
variation, it probably is also not significant when the series is 
systematic. 402 

In our case the mean value of the intensity E(S2 ), == n == 15.77 
for all values, and E(S2 ) == 8.87 for the first 35 values of S2. If we 
express the values of ~ as ratios of actual and mean intensities, 
we obtain the data that are presented in the second part of 
the table on page 213. We must still establish, on the basis of 
formula (14.26), the probability that at least one of the 71 or of 
the 35 independent values of ~ exceeds the given values: 

k P7l 
Probability 

P35 

2 0.999 0.993 
4 0.731 0.477 
6 0.164 0.085 
8 0.022 0.011 

It follows that not one of the periods found is significant. The one 
that comes closest to significance is the period of 21 quarters. 
But in that case also the probability is almost 50% that some other 
period has greater intensity. 

Therefore our final result is negative. Insofar as there are 
longer periods, the periodogram has not even made it possible to 
establish with some certainty the existence of some shorter period 
of fluctuation. The reason for that must be sought in part in the 
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shortness of the series. Probably more important, the reason 
must also be sought in the peculiarities of the mathematical mod
el of the periodogram. That model requires that peaks and troughs 
appear at regular iritervals, while we know that this was not the 
case in the period considered. Therefore, just as with the correlo
gram, we can nevertheless draw one important conclusion: the 
1949-1966 period is too heterogeneous for us to be able to con
sider it as a whole. The first fourth is especially different from 
the remaining three-fourths of that period. Therefore in the next 
section we will ignore that first - administrative - period and 
we will divide the remainder of the period into cycles. 

14.3 Autoregression Scheme 

The next step in our analysis consists of the approximation of 
economic movements by autoregression equations. For reasonS 
which will immediately be clear, we will use difference equations 
of the second and fourth order. The four equations used with the 
empirical values of the parameters are given in the following 
table, where YI is the chain index of industrial production in quar
ters !, obtained on the basis of 4-quarter moving averages: 

Equations Correlation Coefficients for the Period 
m/1953 m/1953 1/1959 

-II/1965 -IV /1960 -II/1965 

2 1=1,1677 a,= 1.5218 

b l ~ -0,5363 b, = -0.6674 

Cl =41,7514 c,= 16,1694 

Yt+. = (a + 4) Yt+3-(2a-b + 6) Yt+2 + 
+ (a+4) Yt+t-Yt +c 

at = -3,7J82 a,= -3,2121 

bt =-1,2507 b2 =-0,4719 

Cl = 141,0648 Cz = 52,2933 

0.54 0.64 

0.91 0.83 0.95 

0.95 0.98 0.98 
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4. Yt+. = aYt+3 + bYt+> + CYH, + dYt+e 0.93 0.93 0.98 

a, =0,6450 az= 1,1055 

bt=O bz=O 

c,=O cz=O 

d, ~- -0,4901 dz= -0,3933 

e,= 95,4067 ez= 32,0724 

On the basis of the results obtained in the earlier analysis, we 
now do not take into account the period before 1953. Since two of 
the three cycles in the 1953-1965 period were short, and one was 
somewhat longer, this period is also not treated as a unit; it is 
divided into two subperiods which partially overlap, namely, into 
the periods ill/1953-IV /1960 and I/1959-II/1965. In the table on 
pages 215-216 the first column of coefficients relates to the first peri
od, the second column to the latter. That the division into two peri
ods was justified can be seen from the fact that the coefficients of 
multiple correlation are greater for movements in the second sub
period, which means that the last cycle was more regular than 
the earlier two. Also, the empirical values of the parameters are 
somewhat different for each of the subperiods. 

The first equation contains the condition that the amplitude does 
not change, i.e., we have a true harmonic movement. The rela
tively low coefficients of correlation show that this equation pro
vides a poor description of the economic movements and the pa
rameters are not calculated. 

In the second equation the limiting condition is abandoned and a 
completely general difference equation of the second order is 
adopted. The correlation increases Significantly, and from the 
regreSSion coefficients we can calculate the parameters which in
terest us most, the factor of damping E. and the period of fluctua
tion P: 

Y-- 1,1677 360 
P,- 0,5363-0,73,cos 0----0,80, 0-36°50', P,----98 

2· 0,73 36,83 ' 

1,5218 360 
Pz- y 0,6674= 0,81, cos 0=-- -0,94, 0-20·, Pz----

2· 0,81 20 

As we expected, the period of fluctuation in the second subperiod 
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is prolonged to 4.5 years. The damping is rather large, so that 
the fluctuations degenerate very quickly into a horizontal line. A 
glance at Graph 14.3 reveals that this equation also does not de
scribe the flucbIations of industrial production in a satisfactory 
way. (~ 

The third and fourth equations have equal coefficients of multi
ple correlation and describe industrial movements equally well, 
as can be seen from the graph. The third equation includes the 
restraint that the amplibIdes of the components of the sine wave 
are constant (see the Mathematical Appendix), while the fourth 
equation is completely general. It can be seen that removing the 
restraint does not improve the results perceptibly, so that the 
third equation, which is mathematically Simpler, is entirelyade
quate for the analysis. In the fourth equation the regreSSion co
efficients E. and ~ are inSignificant at the 10% level, so they are 
ignored and the remaining coefficients are calculated anew. The 
new coeffiCients, as well as all coefficients in the other equations, 
are highly Significant. Introducing the fifth and sixth terms in the 
equation gave inSignificant coefficients for these terms and it can 
therefore be concluded that the difference equation of the fourth 
degree describes the empirical movements in the best possible 
way. 

For the third equation the roots of the auxiliary equation have 
these values for subperiods I and II: 

I ml,! = 0,8130 ± 0,5823 i, 
11 ml,! = 0,9239 ± 0,3827 i, 

ms" = - 0,6721 ± 0 
ma,~ = - 0,5499 ± 0 

As we have already mentioned, Pt =p2=1; and the period of oscil
lation looks like this: 

I cos 0, = 0,8130, 01 = 35°40', 

11 cos 01 = 0,9239, 81 = 22°30" 

cos 02 = - 0,54991 02 = 180"- 56"40' 

P - 36U -101 
1- 35,67 - , 

360 P2 = ------ = 27 
132,17 ' 

360 PI =-=160 
22,5 ' 

360 
P2 = 123,33 = 2,92 

In order to be able to interpret these results, it would be use
ful also to solve the general, fourth equation. The roots of the 
auxiliary equation are easily calculated on an electronic computer. 
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For the two periods considered, these factors of damping (IV and 
of length of period (F) are obtained in quarters: 

I Pt = 0.96 
P2 = 0.73 

11 Pt = 0.99 
P2 = 0.63 

PI = 10.4 
P2 = 9.3 

Pt = 17.0 
P2=_~ 

The results are ver.y informative. The periods of oscillation 
are prolonged from 10.1-10.4 quarters in the period llI/1953-
IV/1960 to 16-17 quarters in the period I/1959-11/1965. For the 
wavy movements compounded of two or more sine waves, the pe
riods of the components of the movements cannot be ascertained 
by the naked eye. Mathematical analysis shows that Yugoslav in
dustrial cycles consist, in all, of two sine wave components, since 
testing of the hypothesis of a larger number of components gave 
statistically very convincing negative results. The component cy
cles are such that one has a longer period and the other has a 
shorter period. The longer periods are equal for the third and 
fourth equations and correspond to the periods that we established 
earlier for industrial cycles directly (11 and 10 quarters in the 
first two cycles and 17 quarters in the following - see Table 5.2). 
Short periods are Significantly different. Furthermore, for the 
longer components of the cycles the factor of damping is approxi
mately equal to one (which was used as an assumption in equation 
three) and the oscillations are therefore regular. For shorter cy
cles we have pronounced damping. We may therefore conclude 
that industrial cycles in Yugoslavia can be described in a satis
factory way by the sum of two sine waves. The period of the 
longer sine wave corresponds to the visible period of the cycle 
of empirical magnitudes, and the amplitude is constant. There
fore the longer sine wave can be understood as the basic wave, 
which moves regularly. On this basic wave are then superim
posed irregular shorter waves with periods of some 3-9 quarters 
and with Significant damping. The regular basic wave can be in
terpreted economically as periodic structural refractions, and 
the superimposed short fluctuations - as stochastic shocks (dis
turbances) which constantly occur in every real economy. It is 
necessary to add that the coefficient of multiple correlation for 
both equations is exceptionally high: R=0.93-0.98. And the de
viation of the calculated from the empirical values in the entire 
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period considered is 0.5% for the third equation and is further re
duced to 0.4% for the fourth equation. Accordingly., the sum of the 
two sine waves presents a practically perfect description of the 
empirical industrial cycles. 

Since we are not dealing with acoustics or light, this harmonic 
analysis must not be interpreted mechanically. We still know al
most nothing about the systematic characteristics of the economy, 
and therefore we do not know either to what extent the result ob
tained is pure mathematical fitting of a curve, or to what extent 
there is presupposed economic content. Under the circumstances 
it is best that we conceive it as additional information about the 
behavioral characteristics of the Yugoslav economy. The infor
mation indicates the possibility that, in addition to the already
known short cycles of 3-4 years, there also may be ultrashort 
cycles of about 3 to 9 quarters. The existence of longer cycles 
was not uncovered by this technique. 

14.4 Moving Averages 

In the introductory methodological discussion we established 
the fact that moving averages hide oscillatory effects. Generally, 
short variations are overemphasized at the expense of longer 
ones, and fictitious oscillations are introduced by summation of 
random influences. Therefore, when moving averages are adopted 
it is necessary to take these effects into account, and calculations 
must be carried out so that they are minimized. It also follows 
from the earlier discussion that the effect is minimized for har
monic components by equalizing the path of the moving average 
with the period of oscillation of the components. This is, after 
all, intuitively obvious. If we wish to determine the trend, and we 
know that there are "seasonal fluctuations," then the smoothing 
of these fluctuations requires that the path of the moving average 
be made equal to the period of fluctuation. The effect of the ran
dom component will be minimal if the sum of the squared weights 
is minimized, i.e., if a simple moving average is adopted. We 
will adopt only such moving averages in this study. 

Since we are now interested in longer cycles, quarterly data 
are no longer necessary and it is sufficient to use annual data, by 
which the series is extended. We will consider the following stra
tegic economic series: the economy, agriculture, total investment, 
total exports, industry, industrial investment, and industrial ex-
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ports. Six-year moving averages were used for the economy and 
industry until 1957, and four-year averages were used from then 
on. That was done because the first cycle was atypical (six years) 
and because adoption of the six-year and four-year moving aver
ages for the entire series shows the same values on the boundary 
of 1956 and 1957, so that the Six-year curve directly passes over 
to the four-year curve. Agriculture has two-year cycles until 
1960, and four-year cycles after that, and therefore four-year 
moving averages must correspond to that series. As for the oth
er series, we know that after 1953 they follow industrial produc
tion on the whole, so four-year moving averages are also adopted 
for them. All these movements are shown on Graph 14.4. For the 
sake of comparability, fluctuations of quarterly industrial produc
tion are also shown. 

We can read the follOwing message from Graph 14.4 All the se
ries, with the exception of industrial investment, reach a minimum 
in 1951. All the series, except total and industrial exports, reach 
a maximum in 1959. Both export series reach a maximum some
what earlier. Exports show a decline beginning in 1956, and the 
other series fall from 1959. The retardation of exports led to 
well-known difficulties, and efforts were made from 1961 to ac
celerate exports again. These efforts produced definite results 
after two years, but the expansion of exports began to slow down 
after 1964 and devaluation failed to change that tendency. Indus
trial investment gives a series that is in complete disharmony 
with all other series. That indicates two things. First, industrial 
investment was subjected to exceptional administrative shocks, 
and second, the trough in the three-year period 1955-1957 is prob
ably responsible for certain structural disproportions (especially 
as regards energy and ferrous metallurgy) which expressed them
selves later. Huge oscillations in industrial investment generally 
must have a pernicious influence on the stability and intensity of 
industrial expansion. Agricultural production alone, of seven ag
gregates considered, gives some optimistic indications. Agricul
tural expansion accelerated from 1962 on, and that may have aided 
the upturn of the other economic movements. Also, although the 
rate of growth pf exports fall, it is still always greater than the 
rate of growth of production. In that way the share of exports in 
production grows, which creates the preconditions for widening 
the basic bottleneck of Yugoslav economic expansion. 

As we could have expected, our series do not show any special 
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Note: For "economy" and "industry annually," six-year averages are used until 1957 and [our
year averages from 1957 on. Four-year averages are used for the other series. 

roundness in the movements. However, they show a high degree 
of synchronization in the movements, and especially synchroniza
tion with the movements of industrial production. This enables us 
to observe the rhythm of general economic movements through 
the movement of industrial production. And there we notice an ac
celeration from 1951 to 1959, and after that a retardation up to 
the end of 1966, when the last data for moving averages are 
reached. Accordingly, it is a matter of a cycle of at least 15 
years. Whether that cycle will last longer than 15 years is some
thing that cannot be forecasted now with certainty, but it is very 
probable on the basis of the indications available at this moment. 
The worrisome thing about industrial production is the move
ments after 1959. The reform of 1961 evoked retardation in steps, 
after which there was a tendency to return to the earlier level. 
That level was not reached; the reform of 1965 pushed the indus
trial curve yet another step lower, and the industrial trough in 
1967 was lower than in 1952. A similar phenomenon can reappear, 
and that would Significantly prolong the retardation phase of the 
long cycle, decelerate growth, and prolong the cycle to a total of 
18-20 years. We are reminded of the earlier statement concern
ing the greater frequency of cycles of that length in other coun
tries. 

We can, it seems to me, conclude with this remark. Besides the 
existence of short cycles, we have also established the existence 
of cycles in the longer-run trends of economic movements. The 
shortness of the time series does not permit the determination of 
those longer cycles more precisely. But in interpreting those cy
cles it is necessary to have in mind that there is nothing mechani
cal and absolutely unavoidable about them. Whether the present 
phase will continue and be prolonged depends almost entirely on 
the efficacy of the work of economic policy bodies. 

The retardation of economic growth after 1959 coincides with 
the acceleration of the decentralization and democratization of the 
Yugoslav economy and society. Because of the contemporaneous
ness of those two processes it may be thought that they stand in 
a relationship of effect and cause. It is well known that such a 
conclusion is in fact drawn. I have repeatedly, in this study and 
elsewhere (±), tried to give an alternative explanation which, to 
me, seems incomparably closer to the truth. The problem is that 
the building up of Yugoslav society has lagged behind the develop
ment of the material base, that administrative and political bodies 
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are not prepared and able to manage an economy as complicated 
as the present Yugoslav economy, that pragmatism and neglect of 
theory result in totally unnecessary losses and failures, and that 
the potentialities of the Yugoslav social system are significantly 
greater than the actual achievements of the last years. Can these 
theses be proved? Or are they only the expression of a personal 
belief? Insofar as a classical fundamental proof is sought in the 
sense of an experiment, then such a proof can be given only ex 
post, through the results of future development. But the scientific 
substantiation of economic policy would have the role of an experi
ment that would draw all the necessary conclusions from develop
ment up to the present time. 

However, it can hardly be doubted that a high degree of plausi
bility of the conclusions - whether positive or negative with re
spect to the stated hypothesis - can also be attained by ex ante 
analysis. This study offers many elements for such an analysis, 
but does not verify the hypotheses. Verification would require an 
entirely different study which, to be sure, logically begins with 
the present, but is not oriented toward an analysis of what has 
happened, but rather toward what might and must happen. In other 
words, it would be necessary to turn from analysis of business 
cycles and the functioning of the economic mechanism to the elab
oration of an economic stabilization policy and the establishment 
of ways of more fully utilizing existing potentials. 

At this moment we can only guess at what those potentials are. 
It appears to me, however, that it is now already possible to men
tion a more serious indication. Long cycles (Graph 14.4), devia
tions from the trend (Graph 5.3), average rates of growth within 
individual cycles (Table 5.3), and other indicators show that ac
tual economic growth accelerated until 1960, and that after that 
year they slowed down. But actual growth is not identical with 
potential growth. The precise establishment of potential growth 
is, of course, very difficult. In that respect we return right to the 
problem emphasized at the beginning of this study. We will there
fore attempt to solve a similar problem in a similar way. 

When the retardation phase in the depreSSion reaches the trough 
of the cycle, it can be assumed that the basic obstacles to more 
rapid growth have been removed, that the economic structure is 
better proportioned, and that the institutional system has been 
brought up to date in relation to the needs of the economy by the 
implementation of a reform. Accordingly, the rate of growth 

224 

realized in the conditions after the lower turning point corresponds 
in principle to growth in a well-balanced economy. However, be
cause of unutilized capacities and large inventories, the material 

- conditions for rapid growth are more satisfactory than in a nor
mal situation in which the factors of production are fully utilized. 
For that reason the rates of growth in the accelerative phase of 
the cycle must be adjusted downward. The correction can, natu
rally, be carried out in various ways. In the absence of further 
information, correction with the aid of the average rate of growth 
in the course of the cycle (measured from peak to peak) seems to 
me to be most suitable. We will therefore use, as indicators of 
potential expansion, the arithmetic mean of average rates of growth 
and the rate of growth realized in the accelerative phases of the 
cycles. This picture is obtained (rates of growth of the social prod-

. uct, excluding agriculture; data are annual, for quarterly data do 
not exist for this aggregate): 

1952-1955 
1955-1957 
1957-1960 
1960-1964 

11.0% 
12.0% 
12.1% 
13.7% 

The last cycle, which began with the reform, still does not have 
an accelerative phase, and therefore it is not possible to calculate 
the rate-indicator. It can be seen that the rates of potential ex
pansion rise. They rise, and Significantly, even after 1960. Al
though these data are entirely unsatisfactory for a firm conclu
sion, I assume, nevertheless, that they give a strong indication 
of the justification for stating the following thesis: institutional 
changes after 1960 and the general development of Yugoslav so
ciety freed social forces and developed initiatives which offered 
the possibility of achieving an even more rapid economic expan
sion than that which until now has been considered exceptional 
both among Yugoslavs and in the rest of the world. It is up to the 
Yugoslavs to transform that possibility into reality. 

Notes 

1) Worked out according to M. G. Kendall, The Advanced The
ory of statistics (London: Griffen, 1959), IT, Ch. 30. 

2) According to Kendall, OPe cit. 
3) Graph 14.3 is divided into three parts that correspond to the 
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three cycles. Fitting of the curve in each part is carried out in 
such a way that the constants of the corresponding equations are ... 
found by the method of least squares (see the Mathematical Ap
pendix). Because of that procedure the ends of the preceding cy-
cles and the beginnings of the following cycles do not entirely 
overlap on the boundaries of the cycles. 
. 4) See B. Horvat, Ekonomska nauka i narodna privreda (Zagreb: 
Naprijed, 1968). 
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Chapter 15 

CONCLUSIONS: THE MECHANISM OF MOVEMENTS 
IN THE YUGOSLAV ECONOMY 

Methodological Problems 

1. An economy should be regarded as a large system. Research 
shows that this system is unstable by nature. Insofar as suitable 
measures for regulating and directing the system are not under
taken, and efficient self-regulating institutions are not built into 
it, fluctuations are unavoidable. These fluctuations reduce the 
rate of growth and result in losses of production. The estimate 
we have made shows that in the fifteen-year period 1952-1967 
probably about one-fourth of the social product was lost because 
of uneven development and reduction of the potential rate of growth. 

2. In the statistical analysis of economic fluctuations in the 
Yugoslav economy we start with the following model. It is assumed 
that the economy moves along some long-run trend with a constant 
rate of growth (a-1). It follows that the trend values of the social 
product will be determined by the equation 

(15.1) 

Let us assume, furthermore, that in the short run the economy 
oscillates about that trend, but in such a way that the amplitudes 
of deviations are proportional to the values of the trend in the 

. period!. What we are assuming, then, is that with the expansion 
of production, fluctuations increase absolutely but remain rela
tively constant, i. e., deviations from the trend represent equal 
proportions of the trend values of production in the respective 
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periods. The factor of proportionality is designated by~, and de
viations from the trend are determined by the expression 

Yt* = kat cos t (15.2) 

If now the trend values, which represent equilibrium growth of 
production, and deviations from the trend, which reflect fluctua
tions, are summed we obtain our model 

(15.3) 

3. In studying economic fluctuations one can consider: (a) abso
lute deviations from the trend, (b) relative deviations from the 
trend, and (c) movements of growth rates. In expansive economies 
such as the Yugoslav, approach (a) lacks analytic value. Approach 
(b) is inconvenient from the point" of view of statistical calculation. 
Approach (c) is chosen as most efficient. In comparing move
ments (a) and (b) with (c) it is necessary to have in mind that the 
turning points of the path of growth rates precede the turning points 
of the path of relative and absolute deviations from the trend by 
one-fourth of the period. That means that the deviation from the 
trend attains a maximum when the rate of growth has already fall
en to the average; production returns to the trend value when the 
rate of growth has fallen to the minimum and falls below the trend 
when the rate of growth begins to increase. Instead of annual rates 
of growth, chain indices can be used to avoid calculation of nega
tive values when, occasionally, contractions occur in economic 
movements. Seasonal fluctuations are eliminated by a method 
that uses quarterly changes of annual rates of growth, measured 
by calculating ratios of the same quarters of successive years. 

Industry 

4. Chain indices of economic movements, corrected for sea
sonal fluctuations, reveal the existence of business ~ycles in 
Yugoslavia. These cycles last three to four years and have a 
tendency to become prolonged and deeper. In industry the ampli
tudes of the cycles are 10-20 percentage points. This means that, 
at the peaks of the cycles, industry expands at a rate close to 20%, 
while in the troughs of the cycles it is stagnant. Because of the 
dominant position of industry in the Yugoslav economy, industrial 
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cycles predetermine cycles in all other economic movements with 
the exception of agriculture. The periodicity of Yugoslav business 
cycles is exceptionally regiIlar. Given the compleXity of economic 

- movements, it is surprising how precisely industrial cycles can be 
described by .the sum of two sine waves: for the period 1953-1965 
the coefficient of correlation between the empirical and calculated 
movements is r==0.93-0.98, and the empirical path of industrial 
production deviates from the mathematical (expressed as the sum 
of two sine waves) in all by 0.4%. It is obvious, therefore, that it 
is a matter of very systematic movements. It is also obvious that 
learning the mechanism of those movements can make it possible 
in the future to subject them to the conscious control of society. 

5. All economic sectors of all statistical aggregates do not show 
the same intensity of cycles. The strongest factors of material 
instability are agricultural production, construction, and total in
vestment. 

Agriculture 

6. Agricultural production has its own, exogenously determined 
cycles which, until 1960, were of two years' duration. Those cy
cles bring about an absolute reduction of production and have sig
nificantly greater amplitudes than the industrial cycles. From 
1960 on, the agricultural cycles have toned down; the expansion of 
production slowed down for several years, but recently it has 
again shown signs of acceleration. For that reason, and because 
of the reduction of the share of agriculture in the total social 
product, agriculture will represent a significantly reduced factor 
of instability in the future than it has up to now. 

Investment 

7. Because of a series of unsolved problems, and first of all 
because of unsolved problems in financing investment and housing 
construction, the construction industry fluctuates with huge am
plitudes and in almost every cycle undergoes a claSSical depres
sion with negative rates of growth. Rates of growth of construction 
vary between - 40% in the trough of the second cycle and +49% at 
the peak of the first cycle. Even in recent years, with significant
ly greater volume of construction work, the fluctuations remain 
intolerably large, from + 28% at the beginning of 1964 to -16% in 
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the middle of 1965 (measured by effective working hours; acc~rd
ing to the real value of production the fluctuations would be still 
greater). Since construction fluctuatio~s not only .have huge am
plitudes, but also coincide with industrIal fl~c.rua~lOns, construc
tion represents a dangerous factor of instabilIty ill the Yugoslav 

economy. 
8. Investment movements have a special place in the theory of 

business cycles. The most frequent and thoroughly developed ex
planations of cycles consist, in effect, of a description o~ the 
mechanism of the accelerator-multiplier, because of whIch retar
dation (acceleration) of the expansion of aggregate demand leads 
to an accelerated reduction (increase) of investment demand, and 
changes in investment magnify variations in aggregate dem~nd. 
Accordingly, breaks in investment movements turn pr~ductlOn cy
cles upward or downward. It appears that this mechamsm does 
not operate in the Yugoslav economy. If, because th~re are no 
quarterly data on real economic investment, the serIe~ for con~ 
struction and machinery production are taken as substitutes, this 
picture is obtained. The amplitudes of machinery production alone 
are a little greater than industrial amplitudes, so it is there.fore 
impossible to speak of accelerated instability in the production of 
equipment. On the other hand, the turning points of th~ cycles of . 
machinery production lag, especially at the peaks, while the turn
ing points of construction coincide with those of industry; but ac
cording to the usual theory they should lead. Therefore, one can 
rather safely conclude that investment does not provoke bre~s 
in short-run flows of production; on the contrary, acceleration or 
retardation in production leads to breaks in investment activity. 

Inventories 

9. After investment in fixed capital, investment in inventories 
is taken as the most frequent explanation of cyclical turning 
points. The literature up to now describes two types of inventory 
fluctuation: one of them corresponds to a capitalist economy, 
above all the American; the other corresponds to a centrally 
planned economy, above all the Czechoslovak. In both cases the 
cycles of inventories and of production cOin~ide; in both .c~ses 
the cumulation and de cumulation of inventOrIes are condItioned 
by the speculative behavior of producers. In the phase of the cy
clical upswing, demand exceeds supply and producers endeavor 
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to build up inventories to provide for expansion of production; in
ventories pile up. In recession phases the motivations and move
ments are the reverse. However, the causes of the discrepancy 
between supply and deml;l.nd are very different in the two types of 
economy. The centrally planned economy is oriented toward pro
duction. Consequently, running up against capacity barriers - i.e., 
insufficient supply in relation to existing demand - results in re
cession. The capitalist economy is oriented toward consumption. 
Therefore inadequate demand determines the end of an upswing. 

10. In the Yugoslav economy, inventory fluctuations regulate a 
mechanism that is different from both the capitalist and the cen
trally-planned. The latter two mechanisms change inventories in 
accordance with the production cycle and in such a way that changes 
of inventories absorb a smaller percentage of the increase of pro
duction in the accelerative phase and a relatively larger part of 
the decline in production in the retardation phase. In that way 
consumption is more stable and fluctuates less than production. 
In the Yugoslav economy, inventories move inversely to the pro
duction cycle - slower in the upswing, faster in the downSwing -
and thus fluctuations of production are reduced at the expense of 
greater fluctuations of consumption. As a result of that inverse 
movement, in accelerative phases of the cycle the investment in 
total industrial inventories absorbs about 25% of the increase in 
production; in retardation phases it absorbs the entire increase 
in industrial production. The latter phenomenon means that in the 
retardation phase of the Yugoslav industrial cycle an increase in 
production is possible only if it is exclusively for inventories. 
And if an attempt is made, by credit restriction, for example, to 
hamper the formation of a certain volume of inventories, an abso
lute decline in production will result. 

Economic Efficiency and Prices 

11. In an economy geared toward rapid expansion of production, 
high rates of growth are the precondition for full use of capacity. 
Therefore, in years of expansion the capital coefficients fall per
ceptibly, and in years of stagnation they increase. Better utiliza
tion of capacity and economies of large-scale production reduce 
costs in accelerative phases of the cycle. Personal incomes act 
with the same effect: to be sure, they move cyclically synchro
nized with production, but they have less amplitude and burden 
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production costs less in the accelerative phases of the cycle than·· 
in the retardation phases. As a result of all these movements, 
pressure on prices will be less at high rates of growth and 
at low rates. Accordingly, contrary to the postulate of the ---'~~.L
cal theory of supply and demand, in the Yugoslav economy prices. 
will rise more slowly in times of expansion than in recession 
An empirical test supports that expectation: the correlation be
tween deflated sales of the economy and the general retail price 
index is r = - 0.62, which means that the relationship is strong 
negative. Thus, prices increase when sales slow down and fall 
rise more slowly) when sales accelerate. . 

12. For purposes of economic policy it would be of exceptional 
importance to establish which economic variables control 
ly movements of prices. Research shows that in this respect the 
Yugoslav economy behaves with unusual regularity: a single 
able determines four-fifths of all short-run variations of produc 
and retail prices. The factor involved is the movement of pers 
incomes in relation to the movement of production. When "~~'U"'L' 
personal incomes grow 6.5% faster than the productivity of labor 
producers' prices in industry remain unchanged; prices increase' 
if the excess of personal incomes is greater than this limiting 
centage, and they fall if the excess is less. Including credit in 
regreSSion equation did not improve the explanation of price 
ations or even produced a negative coefficient. The latter means: 
that expansion of credit reduces prices. Therefore, contrary to 
widespread belief, movements of credit do not explain movem 
of prices. This paradox is easily resolved when one remembers' 
that credit stimulates production, expansion of production lowers' 
costs, lower unit costs put less pressure on prices, and thus it 
appears statistically that credit lowers prices. 

Foreign Trade 

13. The large amplitudes of exports (22 percentage points) 
especially, of imports (44 percentage points) in relation to indus . 
trial fluctuations (average amplitudes in the period 1952-1957 
amounted to 11 percentage points) make foreign trade a dalngjerC)1J, 
and, as we will see directly, key destabilizer of the Yugoslav 
omy. In conditions of rapid growth and the practical non 
of foreign exchange reserves, the economy is exceptionally s 
tive to the acceleration and retardation of imports and exports. 
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uncontrolled production expansion near the peak of the production 
cycle leads to acceleration of imports and an inevitable lag of ex
ports, and that widening of the divergence in growth rates of ex
ports and imports of industrial products becomes the key factor 
in the turning downward of the industrial path. It has been shown 
that it is sufficient for the divergence to widen to 6 % - i. e., for 
the chain index of imports to be 6% greater than the chain index 
of exports - to have breaks in production and cumulative retar
dation of production. In the depreSSion, export acceleration, which 
precedes the acceleration of production, helps the revival of pro
duction. It is Important to note that the index of divergence -
which is constructed as an instrument for measuring the speed of 
separation of import and export flows and is the ratio of the chain 
index of imports to the chain index of exports multiplied by 100 -
has very regular movements. Its cycle, with amplitudes as large 
as those of imports, corresponds to the industrial cycle with a 
certain phasallag. Accordingly, in industrial upswings the diver
gence in trade widens and at a certain point provokes a production 
slowdown; in industrial downturns the divergence narrows and at 
a certain point begins to stimulate the acceleration of production. 

The Mechanism of Yugoslav Business Cycles 

14. Once the cyclical upswing begins, that is, when there is ac
celeration of production growth, inventories decline relatively -
and at the peaks even absolutely, credit expands by some equilib
rium rate of somewhat over 10%, liquidity of the economy in
creases, and debts are paid. Imports of intermediate goods for 
industry grow more slowly than industrial production, while indus
trial exports grow faster than production. The acceleration of 
production leads to better utilization of capacity and inventories, 
increases labor productivity, reduces costs and, despite increases 
of personal incomes and business saving, reduces pressure on 
prices. The increase of consumption, investment, exports, and 
demand for intermediate goods stimulates production and, in the 
absence of effective control and the ex ante coordination of eco
nomic movements (planning), the economic machine gradually 
overheats. Bottlenecks appear that are overcome by intensified 
importing. Export production slows down, either because it is 
difficult to accelerate exports further, or because a part of po
tential exports is absorbed by the expanding domestic market. 

233 



The divergence of exports and imports widens rapidly; the dis
crepancy between imports and exports is covered at first by for
eign loans and credits, but soon an explosion of the balance of pay
ments deficit exceeds the possibilities of supplying foreign ex
change at reasonable prices, import orders are executed more 
and more slowly, the supply chains on the internal market begin 
to break, and the cycle turns downward. Import-oriented enter
prises reduce production and new orders to their domestic part
ners, the internal market begins to disintegrate, inventories ac
cumulate, liquidity is reduced, and the economy becomes .indebted 
by leaps and bounds. The retardation of production reduces im
ports, the pressure of the balance of payments deficit slackens, 
and production for inventories prevents a contraction of the in
ternal market. However, personal incomes continue to rise - al
though more slowly - and since that increase cannot be covered 
by a rise in lab or productivity, business saving falls and prices 
rise. The drop in investment demand and the rise in prices cre
ate new disturbances which delay adjustment of the internal mar
ket and check the expansion of exports. Further developments 
now depend to a large extent on economic policy. Usually at the 
point great attention is paid to stimulating exports, and credit 
policy becomes more liberal. As a result, a new acceleration of 
exports - which precedes the lower turning point of production 
by about 4-5 months - and an acceleration of inventory accumu
lation - which continues some 5 months after the turning point -
turn the path of the rate of growth upward. A new cyclical upswing 
begins. 

Guiding the Economy 

15. The existence of business cycles and their causes were un
known to economic policy bodies and, until a few years ago, even 
to research workers. This explains the fact that anticyclical poli
cies were not formulated. It also explains why waves of reorga
nization were begun in the midst of the retardation phases of the 
cycle, which intensified the slowdown of growth and deepened and 
widened the troughs of the cycle. Both caused large economic 
losses which objectively could often have been avoided. 

16. In addition to inadequate current economic policy, a signifi
cant role in causing instability was played by structural dispro
portions which were not promptly noted and eliminated. The first 
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five-year plan was completed with overexpanded basic industries, 
the second with over expanded processing industries. The third 
five-year plan did not succeed in correcting structural dispropor
tions since it was not implemented. Structural disproportions cre
ate inflationary and import pressures which cannot be eliminated 
by price control, credit policy, and short-run financial instru
ments. If that is attempted, either it has no results or the cycles 
are deepened with an overall contraction of production; the dis
proportions remain, but are transformed periodically from a la
tent to an acute state. 

17. In the entire postwar period there were five business cycles, 
of which the last is still in process. Those cycles were in part 
set in motion by five important economic reforms, and in part 
they stimulated the reforms. 

We obtain the following picture: 

Cycle I 
Cycle II 

Cycle ill 

Cycle N 
Cycle V 

III/1949-ill/1955: The New Economic System (1) 
ill/1955-II/1958: Transition to the Second Five

Year Plan 
II/1958-N /1960: The New System of Income 

Distribution 
N /1960-1/1965: The New Economic System (2) 
I/1965-?: Economic Reform 

Each cycle is thereby not only clearly determined statistically, 
but it also has a definite economic content. 

Regional Cycles 

18. Cycles in the developed and underdeveloped regions are 
synchronized. But the amplitudes of agricultural and industrial 
fluctuations in the underdeveloped regions are significantly great
er than in the developed regions. And the path of the chain indices 
of industrial production has a much more irregular form for un
derdeveloped regions. It follows from both factors that the entire 
economy of the underdeveloped regions is more unstable and re
quires special attention from economic policy bodies. 

Comparisons with Other Economies 

19. Of eleven capitalist and socialist countries with hig!1 rates 
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of growth in the period 1951-1965, economic instability was the 
greatest, by far, in Yugoslavia. One of the main reasons for that 
was agricultural production, for which, as we have emphasized, 
vie can predict smoother movements in the future. If agriculture 
is excluded and only industrial fluctuations are considered, the 
relative instability is reduced, but it is still greater than in any 
of the five socialist countries. Therefore it is not probable that 
this instability is inevitable or objectively determined. 

Long Cycles 

20. From a longer-run point of view, the social product, the 
physical volume of industrial and agricultural production, indus
trial and total investment, and industrial and total exports can be 
taken as strategic economic variables. If we smooth the cyclical 
fluctuations of the rates of growth of those economic aggregates 
by four-year moving averages, we obtain a picture of a long busi
ness cycle which is not yet completed and which will last longer 
than 16 years. All the series considered, except total and indus
trial exports, attained a maximum in 1959. Total and industrial 
exports attained a maximum somewhat earlier. Exports have 
shown a downward trend since 1956, and the other series have 
moved downward since 1959. Not only has economic expansion 
slowed since 1959-1960, but the instability of the economy has in
creased. Industrial investment is the only series that is in com
plete disharmony with all the others. That indicates two things. 
First, industrial investment was subjected to exceptional admin
istrative blows, and second, the deep trough in the three-year pe
riod 1955-1957 is probably responsible for certain structural dis
proportions (especially in energy and ferrous metallurgy) which 
appeared later. A similar trough, but this time not only in indus
trial but also in total investment, began to take shape after 1965, 
and therefore similar consequences can be expected in the future. 
In general it can be said that huge oscillations in industrial invest
ment must have an injurious effect on the stability and intensity 
of industrial expansion and, thereby, on economic growth as a 
whole. Of seven aggregates considered, agricultural production 
alone gives some optimistic indications. Agricultural expansion 
has been accelerating since 1962, and this may help to turn other 
economic movements upward toward the earlier rapid economic 
development. 
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MATHEMATICAL APPENDIX 

1. We have a difference equation of the second order 

(1) 

for which 

Accordingly, equation (1) in developed form runs 

(2) 

and its auxiliary equation 

m'+(a-2)m+l· o 0 

has the roots 

which are complex if (a - 2)2 < 4~ i.e., 0 < a < 4. The solution of 
equation (1) then has the form 

Yt Apt cos (6t-9) (3) 

. a 
where p= 1, and e = arc cos (1-2)' The solution represents a 
harmonic movement, with amplitude and phase given by the ini
tial conditions. 

2. Let us add to equation (1) the constant~, which can be thought 
of as the mean value of the stochastic elements: 

(4) 
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The solution for the homogeneous part is given in (3), and the 
particular solution runs 

By insertion in (4) we obtain 

B-; (a-2)B+B ~c 

(5) 

B 
c (5.1) 
a 

and the general solution is accordingly 

c 
y, A cos (61-9) -;- -" 

a 
(6) 

3. Let us consider the general form of the difference equation 
of the second order 

y,.; 2 '. a y, ~, + by, ,~ c 

Its auxiliary equation 

has conjugate complex roots 

a-'-I'a'+4h ' , m,.,= ~-- = p (cos 0 i: 1 Sill 0) 

if (; r < - b, b < 0 . Then the general solution runs 

Yt = A pt cos (Ol-q» + c 
I-a-b 

V- a 
where p = -b a 0 = arc cos 2,'--' 

I-b 

4. The difference equation of the fourth order 

in its developed form runs 

(7) 

(8) 

(9) 

(10) 

Yt+o-(a T 4) Yt+J + (2a-b T 6) y,+,-(a +4) Yt+, + Yt ~ c (11) 
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and its solution depends on the roots of the auxiliary equation 

mO_(a.;. 4) mJ + (2a-b -i- 6) m'-(a + 4) m + I ~ 0 (12) 

We divide by m2 and introduce the substitution u = m + Ilm so that 
we may obtain 

u'-(a+ 4) u+(2a-b + 4) ~ 0 (13) 

from which it follows that 

(14) 

which is real when a2 > - 4 b, Then, from the relation determined 
by the above substitution 

(15) 

it follows that 

u±~/U~-4 
m,., =-'-2--= p, (cos 02 ± i sin 0,) (16) 

(17) 

When 

(18) 

(19) 

From (15) it follows that PI = P2 = 1. Particular solution (11) runs 

from which it follows that 

8-(a 1 4)81 C2 a-b ; 6) 8-Ca 14) B'I B c 

c 
B -

b. 

and the general solution is therefore 

c' 
y, A, cos (0, I-q>,) 1 A2 cos (°2 1-q>2)-

b 

(20) 

(21) 

(22) 
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That solution, besides the constant term, represents the sum of 
two harmonic movements of constant but different periods, am
plitudes, and phasal constants. 

5. * The difference equation of the fourth order of the form 

Yl 1 4"~ aYI-1 1 I- dYI -! e (23) 

has a solution of the form 

Yl ~ (Cl COS !X t C, sin et t) P~ 1 (Cl cos r~ t ; C. sin r1 t) p ~ 1 B. (24) 

To determine the parameters u, B, PI and P:l, we use the auxiliary 
equation 

"m4-aml-d - 0 (25) 

of equation (23). 
After estimation of coefficients a, d and e, equation (25) is 

solved very quickly and effectively by an electronic computer. 
The roots of that equation are complex conjugate numbers (this 
follows from the nature of the problem alone, i.e., from calcula
tion of the coefficients a, d, and e) of the form 

ffil,2 = PI (cos a. ± i sin CL) 

ffi3,4 = P:l (cos B ± i sin B). 

Coefficient B is obtained as the particular solution of equation 
(23) in the form B:::: ell - a-d. 

According to general theory, solution (24) is obtained directly 
from the difference equations. Depending on the values of the pa
rameters PI and P2 , we will have damped or explosive oscillation 
about the value of y. :::: B (if either Pi or p2 is greater than one, 
then explosive oscillations are obtained; if both are less than one, 
then damped oscillations are obtained; and if they are just equal 
to one, then we have agreement of the two harmonic oscillations 
with an amplitude of one and different periods, as in 4). 

6. In connection with the fact that in solutions (9), (22), and (24) 
we have a relatively large number of degrees of freedom, we can 
attain great accuracy in the approximation of empirical data by 

*Parts 5 and 6 were worked out by M. Bogdanovic, an assistant 
at the Yugoslav Institute of Economic Studies. 
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the method of least squares. Even the calculation is carried out 
in an entirely elementary manner. Here we will demonstrate the 
approach only to the solution of the form (24), though all these re
sults can be carried over in. an analogous way to (9) and (22). 

We have solution (24) in the form 

We stipulate further that: Yt-,B=Y I 

Then 

P~ cos et t=X,{I) 

p l sin et t = X, (2) 

P~ COS ~ t=X/
l
) 

p ~ sin !3 t ~ XI (4) 

(26) 

We deSignate the empirical data by Yt • Thus we obtain the ex-
pression 

L (9t -Cl Xt{l) -Cl Xt(lj ~CJ X,{J) -C4 Xt{'»2 

t 

which must be minimized. The further approach is well known. 
In that way we obtain the values which must take the arbitrary 
constants Cj (i; 1, 2, 3, 4) to obtain the particular solution of 
equation (23) that fulfills the conditions of the method of least 
squares. 
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GLOSSARY 

"Social product" is defined in the Yugoslav national income ac
counts as the total volume of goods and services produced in in
dustry, mining, agriculture, fishing, forestry, construction, handi
crafts, communications, transportation, public utilities, trade, 
tourism, and catering. It differs from the Western concept in ex
cluding the services of government, defense, health and welfare, 
insurance, and SCientific, cultural, political, and professional or
ganizations. 

"The economy" includes only production and services in the 
sectors included in the definition of "social product." 

Helen M. Kramer 
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